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Spaceborne Inland Water Quality Monitoring
It is only the superficial qualities that last. 
Man's deeper nature is soon found out.

Oscar Wilde, The Importance of Being Earnest (1894)
SUMMARY

Aquatic remote sensing conduces to the quantification of biogeochemical parameters of surface waters from spectroradiometric measurements with ground based, airborne or spaceborne instruments. In the past three decades instruments and methods have been improved, enabling corresponding applications that deal with an increasing optical complexity. The current generation of spaceborne oceanographic imaging spectrometers and corresponding water constituent algorithms provide already operational products for case 1, i.e. open ocean water. This thesis aims at the development of comparable products for case 2, i.e. optically complex water.

The first part of the present thesis is on the validation of two eligible inversion algorithms for measuring chlorophyll-a in perialpine lakes by means of data from the Medium Resolution Imaging Spectrometer (MERIS). The first algorithm is based on a relatively simple downhill-simplex inversion for a semi-analytical reflectance model. It is adjustable to variable aquatic and atmospheric optical properties and applicable to data from any sensor. Its main limitations lie in the a priori assumption of the water’s backscattering at near-infrared wavelengths and the neglect of adjacency effects. Both issues are addressed in the second validation experiment, with a neural network for inversion and a corresponding adjacency effect correction algorithm. Numerically modeled reflectances and a more flexible atmospheric model are further improvements.

In the second part, the validated neural network algorithm is applied according to the European Water Framework Directive. Chlorophyll-a concentrations in the largest perialpine lakes are thereby statistically analyzed regarding their spatio-temporal variations. Concentrations in most lakes follow a typical seasonal cycle with maxima around the turn of the year. Lake Garda is the only example with a perennial trend towards reoligotrophication during 2003-2009. Measured Spatio-temporal variations furthermore indicate that common in situ monitoring programs on their own may not be sufficiently representative for
the Water Framework Directive. A synoptic approach with in situ and remote measurements is thus recommended.

Part three consists of a review of further case 2 algorithm validation experiments. Quantitative validity ranges describe thereby the suitability of each algorithm for the investigation of specific water types. Band ratio algorithms provide relatively accurate results for suspended matter and moderate to high chlorophyll-a concentrations, whereas the retrieval of colored dissolved organic matter achieves significantly lower correlations with in situ reference measurements. Spectral inversion algorithms have a fair potential to fill in such gaps, but lack a comparable abundance of independent validation experiments. Finally, a classification scheme is derived that allows for a further division of optical water types beyond the two commonly separated cases.

This thesis demonstrates the feasibility of spaceborne chlorophyll-a concentration monitoring in perialpine lakes, and gives an outlook on other sufficiently validated applications. Most of these methods achieve accuracies in the range of probe measurements by means of entirely automatic image processing. They therefore indicate an essential progress towards operational use.
ZUSAMMENFASSUNG


Im zweiten Teil wird der validierte, auf einem Neuronalen Netz basierende Algorithmus gemäss der Europäischen Wasserrahmenrichtlinien angewendet. Die Chlorophyll-a-Konzentrationen der grössten voralpinen Seen werden dabei statistisch auf räumliche und zeitliche Variationen untersucht. In den meisten Seen folgen die Konzentrationen einem typischen saisonalen Verlauf mit Maxima um den Jahreswechsel. Der Gardasee ist das einzige Beispiel mit mehr-
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PREFACE

Operational environmental earth observation services have first been established in climatology and oceanography. Land surface related products have only recently emerged from regional to global datasets acquired by wide swath imaging spectrometers such as MERIS and MODIS. In this context, research on the retrieval of environmental parameters of inland waters is a promising field that connects the advanced knowledge from optical oceanography with limnology and new image analysis methods. The belief and prospect of having a stake in the progress of this interdisciplinary field towards the establishment of operational services is prerequisite and motivation for the present thesis.
1 INTRODUCTION

1.1 Water quality monitoring

Water is an essential resource and at the same time a frightening natural hazard. Its availability and quality delimit anthropogenic activities as well as habitable environments for all kinds of life. About 97% of the Earth’s water is saline, 2% are bound in ice caps and glaciers, and 0.9% are groundwater, leaving 0.01% or 190’000 km$^3$ fresh surface water in storages such as lakes, swamps and rivers (Gleick, 1996). Altogether, 304 million Lakes larger than 0.1 hectares cover 2.8% of the Earth’s land surface, equaling half the size of the contiguous United States (Downing et al., 2006).

According to the UNEP (1994), toxic contamination, eutrophication and acidification are the three major environmental problems that may degrade water quality in lakes and reservoirs. Water quality in turn affects fishery, freshwater supply, biodiversity and sanitation, whereas safeguard or recovery of the latter three are addressed by the UN Millennium Development Goals (UN Secretary General, 2000; WHO/UNICEF, 2004). Monitoring of water quality is thus a principal task in water quality management. The United Nation’s Global Environment Monitoring System (GEMS) Water Program maintains therefore a global information system where water quality data from more than 100 countries is collected and analyzed (UNEP GEMS, 2008). At a regional level, water quality monitoring remains however a matter of political initiatives, such as the Water Framework Directive (WFD) in the European Union (European Parliament, 2000) or the Clean Water (US Congress, 1977) and Water Quality Act (US Congress, 1987) in the United States. Water quality regulations in Switzerland fulfill a similar purpose with regard to monitoring and protection of natural waters, although they lack mandatory measures as specified in the WFD (Rey and Müller, 2007). The anthropogenic eutrophication of most Swiss lakes in the second half of the 20th century (Figure 1-1) has accordingly been reversed in most cases, with only a few surface waters in areas with intensive livestock farming remaining in critical states (BAG/BAFU, 2010; BWG, 2005).
1.2 Aquatic remote sensing

Optical remote sensing enables spatiotemporally comprehensive assessment of water quality parameters at unparalleled efficiency. Absorption, scattering and attenuation properties of a water body are thereby retrieved from air- or space-borne measured datasets of the visible domain of the solar reflective spectrum. Such optical properties allow for the estimation of primary production, turbidity, eutrophication, particulate and dissolved carbon contents, or the assessment of currents and algae blooms (IOCCG, 2008).

Since the early days of aquatic remote sensing, water targets have been classified in a bipartite scheme. Originally, two idealistic classes referred to phytoplankton (case 1) and inorganic particle (case 2) dominated waters (Morel and Prieur, 1977). With time and frequent practical use, this definition evolved into a convenient partitioning of two methodologically diverging fields of application (Gordon and Morel, 1983; IOCCG, 2000; Morel, 1988). Case 1 now refers to open ocean water, whose optical properties are dominated by phytoplankton.
and associated organic substances. These substances are to some degree quantitatively correlated (Morel et al., 2007; Siegel et al., 2005). Case 2 waters on the other hand may consist of a variety of independently mixed, auto- and allochthonous constituents (Figure 1-2), and are therefore alternatively addressed as ‘optically complex’. For remote sensing purposes, the generic water constituent types in Figure 1-2 are replaced by the three optically functional types chlorophyll-\textit{a} (chl-\textit{a}), total suspended matter (tsm) and coloured dissolved organic matter (cdom). Chl-\textit{a} as the dominant light harvesting pigment is thereby used as an integrative bioindicator for photosynthetic pigments. It is also used for indirect estimates of primary production since it is universally present in all green and red algae and cyanobacteria (Schalles, 2006).

\begin{table}[h]
\centering
\begin{tabular}{|l|}
\hline
\textbf{substances in complex water (‘case 2’) } \\
\hline
\textit{Open Ocean (‘case 1’) } & \textbf{ } \\
\hline
[2] detritus particles from death and decay of phytoplankton and the grazing products of zooplankton & [5] detritus and tripton from river discharge, glaciers and/or wind transport \\
& [7] anthropogenic particulate and dissolved substances \\
\hline
\end{tabular}
\caption{Optically active water constituents in phytoplankton dominated case 1 water (substances [1]-[3]) and materials from outside the water column that only occur in case 2 water(substances [4]-[7]). According to Schalles (2006).}
\end{table}

As far as case 1 is concerned, biological oceanography has been revolutionized in the past three decades by global observations from so-called ocean color satellite sensors, and important contributions were made to biogeochemistry, physical oceanography and fishery and coastal management (IOCCG, 2008). This line of sensors includes chronologically: the Coastal Zone Color Scanner CZCS (Hovis et al., 1980), the Modular Optoelectronic Scanner MOS (Zimmermann et al., 1993), the Sea-viewing Wide Field-Of-View Sensor SeaWiFS (Hooker et al., 1992), and for present observations the Medium Resolution Imaging Spectrometer MERIS (Rast and Bezy, 1999) and the Moderate Resolution Imaging Spectrometers MODIS (Guenther et al., 2002). Corre-
sponding global ocean color products are usually derived by means of band ratio algorithms that make use of the green to blue portion of the reflected solar spectrum. Such algorithms have been in operational use for more than 10 years (O'Reilly et al., 1998).

Case 2, i.e. inland and coastal waters, are however affected by aquatic and atmospheric variations that exceed in many ways those over open ocean (c.f. Figure 1-2 and Chapter 1.4.4). Corresponding technological and methodological challenges complicate the remote measurement of water quality parameters (IOCCG, 2000). Remote sensing applications of optically complex case 2 waters therefore lag behind the operational stage reached with case 1. The earliest spaceborne remote sensing experiments with inland waters are summarized by Dekker (1995) and exclusively on North American and European waters. Peri-alpine lakes have first been investigated with empirical classifications of lake types and sub-basins using Landsat TM (Jaquet and Zand, 1989; Zilioli and Brivio, 1997). Empirical relationships found in Landsat data are also applied to the first quantitative investigation of Secchi depth and chlorophyll by Giardino et al. (2001). Quantitative water constituent retrieval based on bio-optical models is first examined using the Compact Airborne Spectrographic Imager CASI (Keller, 2001) and Daedalus data (Heege and Fischer, 2004), followed by spaceborne Hyperion data (Brando and Dekker, 2003; Giardino et al., 2007).

1.3 Optical properties of water

Preisendorfer (1961) defines two fundamental types of optical properties of natural water, inherent (IOP) and apparent (AOP). IOPs are instantaneously invariant and depend only on the type and concentration of water constituents. AOPs depend on illumination conditions and geometry. IOPs are the link between remotely measured AOPs and water constituent concentrations (Dekker et al., 1995).

1.3.1 Inherent optical properties

The two most essential IOPs are the absorption coefficient $a$ and scattering coefficient $b$. They are the sum of absorption and scattering by each individual constituent (IOCCG, 2006). In case of Chapter 2, $a$ includes absorption by pure water ($a_w$), chlorophyll pigments ($a_{chl-a}$) and coloured dissolved organic matter
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\(a_{dom}\) (Equation [1-1]). \(b\) is accordingly the sum of molecular scattering by water \(b_w\) and scattering by total suspended matter \(b_{tsm}\) as in Equation [1-2] (Odermatt et al., 2008a). Spectral absorption variations of the three substances depicted in Figure 1-3.

\[
a = a_w + a_{chl} + a_{dom}
\]  

[1-1]

\[
b = b_w + b_{tsm}
\]  

[1-2]

\(a_w\) increases with wavelength, which causes clear water’s intrinsic, blue color (Braun and Smirnov, 1993). \(a_{chl}\) has a primary and secondary maximum at 440 (blue) and 665 nm (red), respectively, shifting the water’s colour towards a green reflectance peak as known from other photosynthetically active targets. \(cdom\) absorbs predominantly at blue wavelengths, and is accordingly also addressed as gelbstoff, gilvin or yellow substance.

\(b\) is the spherical integral of the volume scattering function \(\beta\) (Equation [1-3]). The scattering contribution towards remote sensors is alternatively represented by the hemispherical integral over the backward directions of scattering angle.

Figure 1-3: A comparison of the spectral absorption by pure water (Kou et al., 1993; Pope and Fry, 1997; Sogandares and Fry, 1997; Van Zee et al., 2002) chlorophyll (Prieur and Sathyendranath, 1981) and \(cdom\) (Morel and Maritorena, 2001). Figure from Pegau et al. (2003).
ψ, known as backscattering coefficient $b_h$ according to Equation [1-4]. $b_h$ however refers to the direction opposing incidence rather than the direction of observation. A more appropriate but also more complex formulation of scattering towards a nadir centred hemisphere is given in (Sathyendranath and Platt, 1991).

$$b = 2\pi \int_0^\pi \beta \sin \psi \, d\psi$$  \hspace{1cm} [1-3]$$

$$b_h = 2\pi \int_{\pi/2}^\pi \beta \sin \psi \, d\psi$$  \hspace{1cm} [1-4]$$

The phase functions by Petzold (Mobley et al., 1993; Petzold, 1972) and Fournier-Forand (Fournier and Forand, 1994; Fournier and Jonasz, 1999) are widely used since measurements of $\beta$ are complicated and have only recently become more numerous (Chami et al., 2006; Freda et al., 2007; Sokolov et al., 2010; Sullivan and Twardowski, 2009). Therefore, exact model inputs of $\beta$ are rare and $b_h$ is usually approximated by the backscattering ratio $b:b_h$, which is 0.0183 for the Petzold phase function (Mobley et al., 2002), but may vary considerably for other water types (Boss et al., 2004; Zhang et al., 2010). A comparison of volume scattering in pure water and the Petzold example is given in Figure 1-4, whereas the depicted scattering phase function $\tilde{\beta}$ is a normalized $\beta$ according to Equation [1-5] (Lee and Lewis, 2003).

$$\tilde{\beta}(\psi) = \frac{\beta(\psi)}{b}$$  \hspace{1cm} [1-5]$$

Figure 1-4: A comparison of the molecular scattering phase function for pure water (dashed lines, Mueller et al., 2003) and particle scattering dominated phase function for measurements in the San Diego Harbor (Petzold, 1972). Figures from Pegau et al. (2003).
The spectral shape of $b$ in clear natural waters is almost flat but shows a weak exponential decrease with wavelength. An increase in $tsm$ and accordingly $b_{tsm}$ intensifies this decrease (Babin et al., 2003; Gould Jr et al., 1999).

A direct derivative of the IOPs, the ratios of $a$, $b$ and $b_b$ constitute the single scattering albedo $\omega_0$ in Equation [1-6] (Gordon and Brown, 1973) and the single backscattering albedo $\omega_b$ in Equation [1-7] (Park and Ruddick, 2005).

$$\omega_0 = \frac{b}{a+b} \quad \text{[1-6]}$$

$$\omega_b = \frac{b_b}{a+b_b} \quad \text{[1-7]}$$

### 1.3.2 Apparent optical properties

AOPs are defined with hemispherical, conical or directional reference, whereas the latter is a mere concept for an infinitely small cone (Schaepman-Strub et al., 2006). Hemispherical integrals of a radiant flux $\Phi$ per surface area $A$ are referred to as irradiance $E$, conical integrals as radiance $L$. $\Phi$, $E$ and $L$ are related according to Equation [1-8]. All quantities are superscript with + and - if referring to above and below the air-water interface, respectively. Subscript $u$ and $d$ indicate up- and downwelling direction, respectively.

$$E(\theta,\phi) = \frac{d\Phi(\theta,\phi)}{dA} = \int_{0}^{\pi/2} \int_{0}^{2\pi} L(\theta,\phi) \cos \theta \sin \theta \, d\theta \, d\phi \quad \text{[1-8]}$$

where $\theta$ and $\phi$ are zenith and azimuth angles, respectively. Early studies on optical properties of natural waters focus predominantly on $E$, which is easier to measure but has limited directional expressiveness. Equation [1-9] defines the dimensionless subsurface irradiance reflectance $R^-$ as the ratio of up- and downwelling irradiances below the surface, $E_u^-$ and $E_d^-$, respectively.

$$R^-(\theta_s^-) = \frac{E_u^-}{E_d^-(\theta_s^-)} \quad \text{[1-9]}$$

The remote sensing reflectance $R_{rs}$ (Equation [1-10]) is a hemispherical-conical reflectance of unit [sr$^{-1}$]. It is defined as sub- or above surface term, which dif-
fer by the internally reflected upwelling radiance. Contributions by the surface reflected downwelling irradiance must in both cases be considered separately. $R_{rs}$ implies the directional properties of the water-leaving, i.e. upwelling, interface transmitted radiance $L_w$, which are not accounted for by $R$. The water leaving reflectance $R_w$ is the analogous bihemispherical reflectance assuming a Lambertian $L_w$ according to Equation [1-11] (Voss, 1989).

$$R_{rs}(\theta^+_{s}, \theta^+_{v}, \phi) = \frac{L_w(\theta^+_{v}, \phi)}{E^+(\theta^+_{s}, \phi)}$$ [1-10]

$$R_w(\theta^+_{s}, \theta^+_{v}, \phi) = \frac{\pi L_w(\theta^+_{v}, \phi)}{E^+(\theta^+_{s}, \phi)}$$ [1-11]

1.3.3 Optical properties of a flat air-water interface

Snell’s law describes the interaction of a collimated, downwelling beam from incidence zenith direction $\theta_i$ with the flat air-water interface. The reflected portion remains in air and is mirrored towards direction ($\theta_r^+ = \theta_i^+ + \phi_r^+ + 180^\circ$). The refracted portion penetrates into the water but is redirected towards transmission direction $\theta_t^-$ according to Equation [1-12]. Analogous processes occur for an upwelling beam in water (Equation [1-13]).

$$\theta_t^- = \sin^{-1}\left(\frac{1}{n_w} \sin \theta_i^+\right)$$ [1-12]

$$\theta_i^+ = \sin^{-1}(n_w \sin \theta_t^-)$$ [1-13]

where $n_w \approx 1.34$ (Hale and Querry, 1973) is the refraction index of water. The Fresnel interface reflectance $r_f(\theta_i)$ and transmittance $t_f(\theta_i) = 1 - r_f(\theta_i)$ for incidence angle $\theta_i$ are quantified by Equation [1-14] for skew incidence, and by Equation [1-15] for nadir incidence (Austin, 1974). Variations of air and water incident $r_f(\theta_i)$ with zenith angle are given in Figure 1-5. It displays complete internal reflectance for upwelling, i.e. water-incident rays at about $\theta_i > 48^\circ$, and a decrease in downwelling transmittance with $\theta_i$. A more detailed description of interface effects as well as the representation of rough surfaces is given in (Mobley, 1994, 1999).
\[ r_j(\theta_i) = \frac{1}{2} \left\{ \left[ \frac{\sin(\theta_i - \theta_j)}{\sin(\theta_i + \theta_j)} \right]^2 + \left[ \frac{\tan(\theta_i - \theta_j)}{\tan(\theta_i + \theta_j)} \right]^2 \right\} \]

\[ r_j(0) = \left( \frac{n_w - 1}{n_w + 1} \right)^2 \]

Figure 1-5: Directional Fresnel reflectance for an assumed maximum variability of \( n_w \) in natural waters. Figure from Mobley (1994).

1.4 Radiative transfer in water and atmosphere

Forward models predict the color of water from its composition, i.e. AOPs from IOPs and concentrations (Mobley, 1994). Semi-analytical models are the most convenient way to establish this relationship for water reflectance. This simplicity is a major asset when it comes to inversion, but requires adequate coupling with an atmospheric model. On the other hand, numerical models are the most accurate representation of radiative transfer in air, water and combined, layered systems. They are however also more laborious in terms of implementation, computing and inversion (IOCCG, 2000).
1.4.1 Semi-analytical reflectance models

Semi-analytical reflectance models describe continuous spectral reflectance from IOPs and concentrations, by means of a single equation. Parameterizing such equations requires the empirical quantification of coefficients (Carder et al., 1999; Gordon et al., 1988; Morel and Prieur, 1977), which are the reason for the epithet “semi”. In this approach, \( R \) is found proportional to \( a \) and \( b_b \) (Gordon et al., 1975; Morel and Prieur, 1977). This relation is usually expressed with \( \omega_b \) (Equation [1-6]) or \( \omega_0 \) (Equation [1-7]) (Morel and Gentili, 1996). The experiment described in Chapter 2 makes use of the former.

\[
R^-(\theta_s^-, \theta_s^-) = f(\theta_s^-) \omega_b
\]  

[1-16]

The magnitude of \( R^- \) varies among others with the angle of surface transmitted incidence \( \theta_s^- \) (Gordon, 1989). This dependence can be integrated in the coefficient \( f(\theta_s^-) \) as described in Equation [1-17]. The nadir illuminated \( f(0^\circ) \) is estimated to be about 0.29 to 0.33 for a choice of different water types (Kirk, 1991).

\[
f(\theta_s^-) = M(1 - \cos \theta_s^-) + f(0^\circ)
\]  

[1-17]

where \( M \) is an empirical coefficient between 0.36 and 0.77. Several other approximations for \( f \) are described. Sathyendranath and Platt (1997) derive \( f \) by means of an upward instead of the backward scattering coefficient. Morel and Gentili (1991, 1993) account for variations of \( f \) with the water’s scattering properties, since variations in \( f \) are different for predominantly absorbing, isotropically or anisotropically scattering water.

Semi-analytical models for \( R_s^- \) apply the anisotropy factor \( Q \) along with \( f \). \( Q \) is defined as the ratio of diffuse and directional upwelling radiance in water (Equation [1-18]) (Gordon et al., 1988).

\[
R_s^-(\theta_s^-, \theta_v^-, \phi) = \frac{f(\theta_s^-, \phi)}{Q(\theta_s^-, \theta_v^-, \phi)} \cdot \omega_b \quad \text{with} \quad Q(\theta_s^-, \theta_v^-, \phi) = \frac{E_u^- (\theta_s^-, \phi)}{L_u^- (\theta_s^-, \theta_v^-, \phi)}
\]  

[1-18]

Variations of \( Q \) are described by Morel and Gentili (1993). Its spectral variations are barely accounted for in practice. \( Q(\theta_v^- = 90^\circ) \) would equal \( \pi \) sr\(^{-1}\) at Lambertian conditions, but is usually around 4.5 in natural waters. The full di-
rectional variations are in the range of 0.3 to 6.5 for different water types. The directional variation of $Q$ is inversely proportional to the one of $L_u$ and partly compensates the directional variation of $f$ (Morel and Gentili, 1993). Therefore, $f$ and $Q$ are merged into other coefficients such as $l_1$ and $l_2$ in Equation [1-19] (Gordon et al., 1988) or $g_0-g_2$ in Equation [1-20] (Lee et al., 1998).

\[ R_{rs}(\theta_s^-, \theta_v^-, \phi) = \sum_{i=1}^{2} l_i^j \omega_b^j \] \hspace{1cm} [1-19]

\[ R_{rs}(\theta_s^-, \theta_v^-, \phi) = (g_0 + g_1 \omega_b^{g_2}) \omega_b \] \hspace{1cm} [1-20]

The most recent semi-analytical reflectance models relate reflectance to polynomials of 3rd and 4th degree similar to Equation [1-19]. The polynomial regression approach by Albert and Mobley (2003) describes $R^-$ and $R_{rs}$ in dependence of $\omega_b$, wind speed $u$ and $\theta_s^-$, according to Equation [1-21], and $R_{rs}$ additionally with $\theta_v^-$ as in Equation [1-22].

\[ R^- = p_1(1 + p_2 \omega_b + p_3 \omega_b^2 + p_4 \omega_b^3)(1 + p_5 \frac{1}{\cos \theta_s})(1 + p_6 u) \omega_b \] \hspace{1cm} [1-21]

\[ R_{rs} = p_1(1 + p_2 \omega_b + p_3 \omega_b^2 + p_4 \omega_b^3)(1 + p_5 \frac{1}{\cos \theta_s})(1 + p_7 \frac{1}{\cos \theta_i})(1 + p_6 u) \omega_b \] \hspace{1cm} [1-22]

Specific $p_1-p_7$ for Lake Constance are quantified by Albert and Mobley (2003) for both Equations, derived from Hydrolight simulations (Mobley, 1994). Unfortunately, no analogous regressions for other water types are reported that would allow estimating the magnitude of variations in $p_1-p_7$ for different IOPs. With the zenith angles already accounted for in the regression by Albert and Mobley (2003), further progress is achieved by considering also the relative azimuth angle $\Delta \phi$ as by the reflectance model in Equation [1-23] (Park and Ruddick, 2005).

\[ R_{rs} = \sum_{i=1}^{4} h_i(\theta_s^+, \theta_v^+, \Delta \phi, \gamma_b) \omega_b^i \] \hspace{1cm} [1-23]

whereas $h_i$ are bidirectional coefficients that depend on the particle fraction of total backscattering $\gamma_b = b_{bp}/b_b$. Such $h_i$ are calculated and tabulated for more
than 4 Million Hydrolight simulations consisting of 7 variations in $\theta^+_s$, 10 in $\theta^+_v$, 13 in $\Delta \phi$, and further variations of $\lambda$, chl-$a$, detritus and cdom absorption, particle scattering, wind speed and cloud coverage. The look-up-tables are available online for public use.

1.4.2 Numerical reflectance models

Numerical models are based e.g. on the Monte Carlo, discrete-ordinate, adding and doubling, invariant imbedding, matrix operator or successive orders of scattering (SOS) methods (Zhai et al., 2009). These methods allow the accurate solution of radiative transfer in turbid media. Air-water interface and atmosphere are integral parts of most numerical models for the ocean-atmosphere system (Bulgarelli et al., 1999; Jin and Stamnes, 1994; Zhai et al., 2009). They allow a precise treatment of anisotropic light fields and a rough air-water interface (Jin et al., 2006; Kisselev and Bulgarelli, 2004; Zhai et al., 2010).

Due to their demanding constitution, numerical models are predominantly used in the exploration of bidirectional reflectance variations and in the training and validation of empirical and semi-analytical models (Mobley, 1994; Morel and Gentili, 1996). However, the recently emerging neural network (NN) inversion of remote sensing imagery afford an opportunity to apply numerical models in image processing (Doerffer and Schiller, 2007; Schiller and Doerffer, 1999).

1.4.3 Atmospheric correction

Remote measurements are affected by atmospheric effects. These effects need to be compensated for before the reflectance of the surface beneath can be interpreted. The strong absorption of water bodies and thus generally low water-leaving signals at near-infrared (NIR) wavelengths provide a good spectral domain to estimate these effects (Gordon, 1978). The constitution of the sensor measured signal according to Equation [1-24] and Equation [1-25] is therefore calculated (IOCCG, 2010).

$$L_{\text{TOA}}(\lambda) = L_r(\lambda) + L_a(\lambda) + L_{ra}(\lambda) + T_u(\lambda)L_{wc} + T_u(\lambda)L_g + T_u(\lambda)T_d(\lambda)\cos \theta^+_s[L_w(\lambda)]_N$$ \hspace{1cm} [1-24]

$$L_{\text{path}}(\lambda) = L_r(\lambda) + L_a(\lambda) + L_{ra}(\lambda)$$ \hspace{1cm} [1-25]
where $L_{TOA}$ is top-of-atmosphere (TOA) radiance, $L_r$ is molecular (Rayleigh) scattered radiance, $L_a$ is aerosol scattered radiance, $L_{ra}$ is combined molecular aerosol scattered radiance, $L_{wc}$ is white cap and $L_g$ water surface reflected radiance, respectively. $T_d$ and $T_u$ are the diffuse atmospheric transmittances from TOA to the target and vice versa. $[L_w]^N$ is $L_w$ normalized to nadir direction. The contribution of $L_{path}$ over clear water is generally around 90% in green and blue bands, and even larger at larger wavelengths. The before mentioned applications are therefore relatively similar in estimating $L_{path}$ at NIR wavelengths, while they differ more significantly in transferring this estimate to the visible wavelength portion (IOCCG, 2010).

Concerning sensors CZCS lacked a band in the NIR portion of the spectrum, and the 670 nm band was used as replacement (Gordon, 1980). Subsequent ocean color sensors remove this shortcoming. Bands at wavelengths >700 nm are thus applied for the retrieval of atmospheric properties by case 1 atmospheric corrections for SeaWiFS and MODIS (Gordon and Wang, 1994), MERIS (Antoine and Morel, 1999), Ocean Color and Temperature Scanner (OCTS) and Global Land Imager (GLI) (Fukushima et al., 1998) and the PO- larization and Directionality of the Earth's Reflectances sensor (POLDER) (Nicolas et al., 2005).

Both $L_{path}$ estimation and the spectral extrapolation of atmospheric properties to visible wavelengths are more complex for case 2 water. On one hand, larger variations in $tsm$ cause further variations in the water-leaving NIR signal. On the other hand, variable $cdom$ will affect the transfer of $L_w$ to short wavelengths. Therefore, the standard case 1 atmospheric corrections are unsuitable for case 2 waters, and special case 2 algorithms for SeaWiFS (Ruddick et al., 2000; Stumpf et al., 2003) and MERIS (Moore et al., 1999; Vidot and Santer, 2003) are used instead. One challenge is thereby the separability of atmospheric and aquatic NIR signals.

1.4.4 Adjacency effects

Natural water bodies are often remarkably darker than surrounding surfaces (e.g. terrestrial vegetation). Atmospheric scattering blurs this difference in the upwelling signal, leaving the at-sensor signal of near-shore waters considerably increased at NIR wavelengths (Tanré et al., 1987), as in Figure 1-6 (solid lines). Figure 1-6 and subsequent considerations of the application of the Im-
proved Contrast between Ocean and Land algorithm (ICOL) to MERIS images of Lake Constance are summarized from Odermatt et al. (2008b).

Figure 1-6: Radiance variations in MERIS band 5 (left) and 13 (right), along the North-South transect across Lake Constance as shown in Figure 1-7, on 13-20 April 2007 (‘YYMMDD’ in legend). Solid lines indicate uncorrected at-sensor radiances (‘L1B’), dashed lines represent ICOL corrected at-sensor radiances. 560 nm radiance maxima in the center of the lake correspond to variations in water constituent concentrations (Odermatt et al., 2008b).

Adjacency effects are extensively studied by 5S model calculations in Santer and Schmechtig (2000). They remain significant to as far as 20 km off shore, and increase towards the shore, with wavelength, atmospheric optical thickness (AOT), solar zenith and reflectance difference. The corresponding ICOL algorithm applies these model calculations for the correction of MERIS L1B radiances into L1C radiances. The ICOL algorithm has been validated (Santer et al., 2007) and is available through the Basic ERS & Envisat (A)ATSR and MERIS toolbox (BEAM) (Santer and Zagolski, 2009).

Figure 1-6 shows that wavelengths around 560 nm are barely changed when correcting adjacency effects, as the reflectance of water and surrounding surfaces are at about the same magnitude. At 865 nm however, we observe spatially homogeneous, more than 15% reduced radiances after correction and significantly larger effects over the Southern than over the Northern shore. This confirms previous findings (Santer et al., 2007; Santer and Schmechtig, 2000), and emphasizes the need for adjacency effect correction for the NIR signal from natural waters. These NIR bands are widely used for estimating AOT over water bodies, where usually more than 90% of measured radiance are of atmospheric origin (Siegel et al., 2000).
In the first experiment in Chapter 2 (Odermatt et al., 2008a), AOT is calculated from a priori assumed aquatic backscattering, aerosol type and a single NIR band. Consequently, adjacency effects cause an immediate overestimation of AOT towards the shoreline as depicted in Figure 1-7 (left), and accordingly low, partly negative near-shore reflectances. The retrieval of water constituent concentrations from such underestimated and misshapen reflectances with the Modular Inversion and Processing system’s (MIP) downhill simplex procedure is problematic, since outputs will often tend towards the algorithms minimum and maximum thresholds.

In the second experiment in Chapter 3 (Odermatt et al., 2010), the NN for atmospheric correction forces the retrieval of realistic water reflectance spectra, leaving near-shore AOT clearly underestimated (Figure 1-7, right). Interpretation of the propagation of this error is complicated by the black box properties of the NN inversion. The atmospheric correction of C2R and accordingly the retrieved $R_{rs}$ are however significantly improved by the application of ICOL, as shown in Figure 3-4 and further literature (Guanter et al., 2010; Koponen et al., 2008; Ruiz-Verdu et al., 2008). However, it is also found that this enhanced reflectance spectral input does not consistently improve the water constituents finally retrieved by C2R (Binding et al., 2011; Koponen et al., 2008).

![Figure 1-7: AOT estimates for uncorrected MERIS L1B radiances of Lake Constance on 13 April 2007. Left: AOT retrieval from Odermatt et al. (2008a), the dashed white line indicates the transect position for Figure 1-6; Right: AOT retrieval from Odermatt et al. (2010).](image)

1.5 **Objectives**

1.5.1 **Scope of research**

Several inversion algorithms have been developed and evaluated for perialpine inland waters. They are typically validated in matchup campaigns, where reflectances and concentrations are measured and compared with one or a few
image acquisitions (Floricioiu et al., 2004; Gege and Plattner, 2004; Giardino et al., 2007; Heege and Fischer, 2004). Such dedicated validation experiments proof the basic validity of an algorithm, but they do not address the long-term consistency or reliable handling required for operational, unsupervised use. In particular the algorithm parameterization becomes essential with regard to such requirements, as optical properties of atmosphere and water may vary strongly during different acquisitions and are hardly represented in matchup validation experiments.

The work by Miksa et al. (2006) is the only corresponding application example for a larger number of MERIS images. Their validation is relatively scarce in statistical quantities, but applies long-term in situ chl-a monitoring timeseries from local authorities to overcome the limitations of matchup validation. Their algorithm is an advanced version of Heege and Fischer (2004), whereas appropriate parameterization of the latter has become even more demanding with the improvements introduced by the former. It was therefore decided to use the original algorithm by Heege and Fischer (2004) as a starting point towards timeseries-validation of an automatic chl-a retrieval algorithm MERIS data of perialpine lakes. Several further reference data from previous matchup field campaigns in 2007, 2008 and 2009 are used as described in Chapter 2. At a later stage, enhanced versions of the algorithm used by Gege and Plattner (2004) became available through a specific project by the European Space Agency’s (ESA) (Doerffer and Schiller, 2008a; Ruiz-Verdu et al., 2008). An analogous evaluation experiment is thus described in Chapter 3.

1.5.2 Research questions

The first publication “Water quality monitoring for Lake Constance with a physically based algorithm for MERIS data” in Chapter 2 aims at the use of an experimental, airborne imaging spectrometry algorithm (Heege and Fischer, 2004) with state-of-the-art medium resolution satellite imagery acquired at high temporal resolution. The algorithm applies two separate modules for atmospheric correction and water constituent retrieval. They require several mensural, atmospheric and aquatic input parameters, such as band weighting and adjustment, aerosol model, AOT retrieval band and the contribution of aquatic backscattering therein, and abundancy and optical properties of constituents. These parameters vary for each image acquisition and exceed available previous knowledge. They are estimated as a qualified guess, optimization it-
erations and expert knowledge. A lake-specific, universally valid parameterization streamlines this procedure towards an unsupervised, automatic application.

The following research question is addressed in the first Section:

- Can a simple, physically based algorithm for water constituent retrieval be automatized with lake specifically universal input parameters?

The second publication “Chlorophyll retrieval with MERIS Case-2-Regional in perialpine lakes” in Chapter 3 is on the validation of dedicated, sensor-specific neural network algorithms (Doerffer and Schiller, 2008a, b) and an adjacency effect correction (Santer and Zagolski, 2009) for perialpine inland waters. The latter needs separate validation with regard to its effect on retrieved ground reflectances and their propagation to constituent concentrations. Both algorithms’ inherent models represent a higher complexity than those applied in the previous experiment, and the neural network inversion ensures numerically stable outputs. However, they suffer typical black box properties, including reduced adjustability, intransparent internal processes and complicated failure interpretation, whose significance for operational processing need to be assessed. Validation with in situ measured chl-a timeseries is thus extended to a choice of 7 sufficiently large lakes North and South of the Alps.

The following main research questions are addressed in the second Section:

- Are the C2R neural networks appropriate for the routine processing of chl-a products for perialpine lakes?

- What are the effects of the adjacency effect correction, and how does their removal propagate to the results of the neural network algorithms?

The third publication “Assessing remotely sensed chlorophyll-a for the implementation of the Water Framework Directive in European perialpine lakes” in Chapter 4 evaluates the applicability of the results from Chapter 3 with regard to water quality monitoring as foreseen by regulations in the European Union. The trophic state of 12 perialpine lakes is therefore assessed with over 200 MERIS images acquired in 2003-2009. The spatio-temporal variability of each lake is estimated, and suggestions are derived regarding the scale of an effective monitoring program that resolves the peaks in seasonal variability as well as significant spatial variations. A combination of remote and in situ measurements thereby allows the synopsis of frequent, spatially detailed satellite meas-
urements, and knowledge of the vertical, especially metalimnic variations during the stratification period.

The following research questions are addressed in the third Section:

- What variations in chl-a concentrations occur in perialpine lakes?
- What is the spatial variability of chl-a, and how does it change at several temporal scales?
- Can the WFD be applied to remote observations of lakes in the perialpine region?

The fourth publication “Review of constituent retrieval in optically deep and complex waters from satellite imagery” completes the thesis with a comparison of contemporary imaging spectrometry application validations. Experiments for band ratio and spectral inversion algorithms are analyzed regarding their range of applicability, preferred instrumentation and accuracy. These criteria draw a large scheme of relevant remote sensing techniques and are at the same time a means for the evaluation of suitable approaches or research gaps. The review also enables a classification of case 2 waters at higher detail, that is a novel classification according primarily to optical properties and suitable imaging spectrometric approaches, and only to a smaller extent corresponding ecological types.

The following research questions are addressed in the fourth Section:

- Which recent spaceborne remote sensing sensors and according algorithms have been validated for case 2 waters since 2005?
- For what typical constituent concentration ranges are these methods valid?
- What typology can be applied to further classify case 2 waters with regard to applicable remote sensing methods?

1.6 Structure

The superordinate concept of this thesis is the realization of spaceborne optical inland water quality monitoring systems for integration with current in situ monitoring programs. Chapter 1 therefore briefly familiarizes with the general problem and state of the art of aquatic remote sensing, and introduces objectives and corresponding research questions for the present thesis. The four fol-
lowing peer-reviewed scientific publications in Chapter 2 to Chapter 5 address these research questions and are self-contained in terms of both, structure and content. Conclusions from the publications in Section 2 to Section 5 are finally summarized and synthesized in Section 6.
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Abstract

A physically based algorithm is used for automatic processing of MERIS level 1B full resolution data. The algorithm is originally used with input variables for optimization with different sensors (i.e. channel recalibration and weighting), aquatic regions (i.e. specific inherent optical properties) or atmospheric conditions (i.e. aerosol models). For operational use, however, a lake-specific parameterization is required, representing an approximation of the spatio-temporal variation in atmospheric and hydro-optic conditions, and accounting for sensor properties. The algorithm performs atmospheric correction with a LUT for at-sensor radiance, and a downhill simplex inversion of chl-a, sm and y from subsurface irradiance reflectance. These outputs are enhanced by a selective filter, which makes use of the retrieval residuals. Regular chl-a sampling measurements by the Lake’s protection authority coinciding with MERIS acquisitions were used for parameterization, training and validation.
2.1 Introduction

Monitoring of water quality in lakes is an integral part of water resource management. It ensures the sustainable use of water and allows tracking the effects of anthropogenic influences. Water quality monitoring of the large fluvioglacial Swiss lakes was established in the 1950s and 1960s. A broad range of water quality parameters is sampled at decent temporal resolutions, but very limited in the spatial dimension. In the early 1990s, analytical methods applied to high spectral resolution airborne scanner data were found to bear the potential to overcome these limitations. But neither did these studies lead to operational algorithms, nor was an adequate space borne sensor for monitoring purposes available at the time [1]. The latest generation of medium resolution Earth observation sensors (i.e. Moderate Resolution Imaging Spectroradiometer MODIS, Medium Resolution Imaging Spectrometer MERIS) provide a nominal revisit time of 2-3 days at mid latitudes and could therefore be an effective means to provide spatial measurements. A recent MERIS algorithm based on neural networks [2] improved the applicability of remote sensing data to optically complex waters (i.e. case II), and validation experiments confirmed the potential of satellite remote sensing for inland water quality monitoring, but at the same time revealed shortcomings concerning especially atmospheric correction [3].

MIP (Modular Inversion and Processing System) is an alternative algorithm based on the minimization of the difference between satellite measured and modeled spectra. It was developed for use with airborne sensors, where changing image acquisition conditions require higher flexibility [4, 5]. MIP was originally designed for Lake Constance, but has been used for different industrial and research applications in several marine (e.g. coast of Western Australia, Indonesia) and limnic (e.g. Lake Sevan/Armenia, Mekong/Vietnam, Lake Starnberg and Lake Waging-Taching/Germany) environments. The aim of this work is to make MIP applicable for automatic processing by optimizing a single, lake specific parameterisation for MERIS data of Lake Constance.

Lake Constance is the second largest lake in Western Europe, covering an area of 535 km² shared by Austria, Germany and Switzerland. It is located at 395 m a.s.l., its average and maximum depth are 101 m and 253 m, respectively. 15% of its area is shallow water of less than 10 m depth. The Alpenrhein River is its main feeder, accounting for 62% of the total inflow. Originally oligotrophic, the eutrophication of Lake Constance reached a peak in the late 1970s, mainly
due to nutrient influxes, followed by 20 years of steady reoligotrophication [6, 7]. Bi-weekly water quality monitoring measurements are carried out by IfS, on behalf of IGKB. Total phosphorous concentrations are still decreasing, e. g. from 10 mg/m$^3$ in spring 2003 to 8 mg/m$^3$ in spring 2005. Highest chlorophyll-a concentrations are reached during spring blooms, with a maximum of 11.8 µg/l in the top 10 m layer on 19 March 2002, but possibly higher concentrations at the water surface. Apart from 2002, spring blooms occurred earlier and at a smaller extent in recent years. In 2005, it started in late March and reached its peak in mid April, two weeks earlier than in 2003 [8]. Other than that, seasonal variations of chlorophyll-a concentrations are between 1 µg/l in winter and 3-5 µg/l in summer and autumn [7].

2.2 Data

2.2.1 Satellite data

51 MERIS level 1B full resolution datasets [9] of Lake Constance with coinciding IGKB water quality measurements are used in total. Both 2241 square pixel scenes and 1153 square pixel quarter scenes (“imagettes”) are processed. MERIS data consist of 15 spectral channels as described in Table 2-1, at a ground resolution of about 300 m, and metadata, including geolocation, geometry and quality flag layers. Smile correction was not applied.

In pre processing, MERIS geolocation metadata is searched for the center coordinates of Lake Constance. A 501 to 301 pixels subset of all channels is extracted where these coordinates are found (Figure 2-1). The clippings include scaled radiances of all channels and are saved in BIL (Band Interleaved by Line) format. Meta data such as observation date, time and geometry, geolocation data and pixel quality flags are added for use in MIP modules and post processing. Georeferencing was not performed.

Figure 2-1: MERIS true color composite of Lake Constance, acquired 20 April 2007. Fischbach-Uttwil (FU) and the measurement sites A to C are located in the main basin called Obersee, with the finger-shaped Lake Überlingen in the top left corner of the image and the separated Untersee below. Geometric correction was not applied; the scale is averaged for the lake surface.
Table 2-1: Operational MERIS band set [9].

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>412.5</td>
<td>10</td>
<td>Yellow substance, turbidity</td>
</tr>
<tr>
<td>2</td>
<td>442.5</td>
<td>10</td>
<td>Chlorophyll absorption maximum</td>
</tr>
<tr>
<td>3</td>
<td>490</td>
<td>10</td>
<td>Chlorophyll, other pigments</td>
</tr>
<tr>
<td>4</td>
<td>510</td>
<td>10</td>
<td>Turbidity, suspended sediment, red tides</td>
</tr>
<tr>
<td>5</td>
<td>560</td>
<td>10</td>
<td>Chlorophyll reference, suspended sediment</td>
</tr>
<tr>
<td>6</td>
<td>620</td>
<td>10</td>
<td>Suspended sediment</td>
</tr>
<tr>
<td>7</td>
<td>665</td>
<td>10</td>
<td>Chlorophyll absorption</td>
</tr>
<tr>
<td>8</td>
<td>681.25</td>
<td>7.5</td>
<td>Chlorophyll fluorescence</td>
</tr>
<tr>
<td>9</td>
<td>705</td>
<td>10</td>
<td>Atmospheric correction, red edge</td>
</tr>
<tr>
<td>10</td>
<td>753.75</td>
<td>7.5</td>
<td>Oxygen absorption reference</td>
</tr>
<tr>
<td>11</td>
<td>760</td>
<td>2.5</td>
<td>Oxygen absorption R-branch</td>
</tr>
<tr>
<td>12</td>
<td>775</td>
<td>15</td>
<td>Aerosols, vegetation</td>
</tr>
<tr>
<td>13</td>
<td>865</td>
<td>20</td>
<td>Aerosols corrections over ocean</td>
</tr>
<tr>
<td>14</td>
<td>890</td>
<td>10</td>
<td>Water vapor absorption reference</td>
</tr>
<tr>
<td>15</td>
<td>900</td>
<td>10</td>
<td>Water vapor absorption, vegetation</td>
</tr>
</tbody>
</table>

Among the total 51 images processed, a total of 18 images could not be further used in this study (Table 2-2). The data were excluded due to 3 different reasons:

(1) Sun glint occurs for certain observation geometries and rough water surfaces (i.e. high wind speed). It increases reflected NIR radiance, and thus causes errors in atmospheric correction. MERIS sun glint warning flags aren’t set for inland waters, and wind speed metadata is not applicable over land. However, in the summer half-year, even 1 m/s wind speed on Lake Constance causes 1% sun glitter reflection at 20° eastward viewing zenith angle [10]. Eight erroneously processed images acquired at more than 20° eastward zenith in the summer half-year were therefore considered to be affected by sun glint.

(2) Cirrus clouds or contrails are visible in 6 images, although they are not identified by the MERIS bright pixel flags.

(3) MIP’s atmospheric correction module is unable to process 4 images, in which aerosol optical thicknesses (AOT) is overestimated and reflectances in channels 1, 2, 6, 7 and 8 become zero [11].
Table 2-2: Overview of MERIS datasets used in this study.

<table>
<thead>
<tr>
<th>Year</th>
<th>Initial set</th>
<th>Sun glint suspect</th>
<th>Cirrus or contrails</th>
<th>MIP error</th>
<th>Working set</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>2003</td>
<td>11</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>8</td>
<td>Training</td>
</tr>
<tr>
<td>2004</td>
<td>10</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>Training</td>
</tr>
<tr>
<td>2005</td>
<td>12</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>8</td>
<td>Training</td>
</tr>
<tr>
<td>2006</td>
<td>16</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>11</td>
<td>IGKB Validation</td>
</tr>
<tr>
<td>2007</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>Field validation</td>
</tr>
<tr>
<td>Total</td>
<td>51</td>
<td>8</td>
<td>6</td>
<td>4</td>
<td>33</td>
<td></td>
</tr>
</tbody>
</table>

2.2.2 Field campaign data

On 20 April 2007, up- and downwelling irradiances $E_u$ and $E_d$, were measured in situ during MERIS overpass, $R$ was calculated through (Eq. 2-1). The measurements with two RAMSES AAC instruments [12] onboard a research vessel of IfS were taken in the 4 sites depicted in Figure 2-1. Each dataset is an average of more than 20 5 s sampling intervals. The data is spectrally binned to 70 channels between 350 and 700 nm, at uniform intervals of 5 nm. Measurements were taken about 20 cm below the water surface and at 1 m depth. The relatively higher variations in the water column above the instrument during the 20 cm measurements caused generally smaller standard deviations than the low signal level at 1 m depth, the 20 cm data was thus preferred for further analysis (Figure 2-2). However, some instrument noise persists, even after manual removal of outliers, especially at 600-700 nm in the data of site B.

$$R^- = E_u^- / E_d^-$$  \hspace{1cm} (Eq. 2-1)

Reference measurements of constituents are taken from water samples. Suspended matter ($sm$) is measured as sum of organic and inorganic matter not passing a 1 µm glass fiber filter [5]. Gelbstoff ($y$) is filtered through a 0.2 µm filter and measured in a laboratory spectrometer [13]. However, the results are strongly inconsistent with one another, we can therefore only compare the $y$ concentrations of MERIS and RAMSES inversion. Chlorophyll-a ($chl-a$) was measured with a fluorometer probe, which is cross-calibrated with HPLC (High Performance Liquid Chromatography) measurements by IfS.
Figure 2-2: RAMSES data acquired in the sites FU and A-C (Figure 2-1) at a depth of 20 cm, on 20 April 2007.

2.2.3 Water quality monitoring data

In situ chl-a measurements carried out by IfS as part of the water quality monitoring by IGKB are used for training and validation of MERIS processing results. The data were sampled at the site Fischbach-Uttwil (FU, Figure 2-1, 47.62N / 9.37E), in approximately bi-weekly intervals. FU is located in the lake’s deepest area and was chosen for comparison with satellite data because the disturbance by adjacency effects occurring in MERIS data is minimal in the pelagic [11]. The method used for chl-a determination is HPLC [14, 15]. 103 in situ measurements are available for the investigation period 2003-2006. Concurring measurements are available for 47 MERIS images; 4 dates in 2006 were interpolated from consecutive IGKB measurements with only small variation.
The chl-a concentrations measured by IfS represent an integral of the top 20 m layer, whereas the estimate from MERIS data represents only the top layer from which the signal originates. In Lake Constance, the top 2 (blue, red) to 8 m (green light) account for 90% of the reflected radiance, when the water is very clear. But in turbid waters, the same part of reflected radiance may be from only 1 and 2 m, respectively [5]. This means that vertical variations in water constituent concentrations, which are included in the 20 m column samples, will not be represented by estimates from remote sensing. However, the analysis of more than 350 profiles for both chl-a and sm in Lake Überlingen revealed a strong vertical correlation between the top layer at 0.5-1.5 m and the layers below [5, 16].

### 2.3 Methods

#### 2.3.1 Algorithm description

The MERIS level 1B FR data are processed with two MIP modules [4, 5]. The first MIP module performs image based aerosol retrieval and atmospheric correction on at-sensor radiance data. It uses a look up table (LUT), which was simulated with a coupled, plane-parallel atmosphere-water model and the finite element method [17]. The module relates at-sensor radiances $L_s$ to AOT of either continental, maritime or rural aerosol type, observation geometry, wavelength and the subsurface radiance reflectance $R_L^-$, which is mainly due to backscattering on suspended matter (sm) at large wavelengths. The resulting AOT map is used to retrieve the angularly dependent subsurface radiance reflectance $R_L^-$ for channels 1-8 from the same LUT. Another LUT is used to account for the directionality of the underwater light field, thus to convert $R_L^-$ to the angularly independent subsurface irradiance reflectances $R^-$. It consists of $Q$-factors for varying wavelengths, observation geometries and water constituent concentrations, and is applied to $R_L^-$ according to (Eq. 2-2).

$$R^- = R_L^-(\Delta \phi, \theta_{\text{obs}}, \theta_{\text{sun}}) \tau / Q(\Delta \phi, \theta_{\text{obs}}, \theta_{\text{sun}})$$  \hspace{1cm} (Eq. 2-2)

The inherent optical properties (IOP) of water are related to $R^-$ through Equation (Eq. 2-3) [18], where $f$ is parameterized as a function of $\mu$ [19], and $\mu$ is calculated for $z = 0$ m as a function of $a$, $b$, and the mean cosine of the incident light field [20].
\[ R^- = f \frac{b_b}{(a + b_b)} \]  \hspace{1cm} (Eq. 2-3)

The coefficients \( x_i \) for absorption \((x=a)\), scattering \((x=b)\) and backscattering \((x=b_b)\) of pure water \((i=w)\), chlorophyll-a \((i=chl-a)\), suspended matter \((i=sm)\), and gelbstoff absorption \((i=y)\) are calculated by (Eq. 2-4), whereas \( a_{sm}, b_{chl-a} \) and \( b_y \) can be neglected for Lake Constance [4, 5].

\[ x = x_w + x_{chl-a}chl - a + x_{sm}sm + x_y y \]  \hspace{1cm} (Eq. 2-4)

The inversion of subsurface irradiance reflectance \( R^- \) to the coefficients \( x_i \) is accomplished by another MIP module. It adjusts modeled and input image spectra after atmospheric correction by means of a downhill simplex algorithm [21]. The algorithm starts with a set of initial concentrations. The spectrum modeled for these concentrations is linearly scaled to fit the input spectrum, leading to a first guess of concentrations, which is then optimized by two iterations of Q-factor correction and water constituent retrieval. The full processing scheme is illustrated in Figure 2-3.

Figure 2-3: Flow chart of the automatic data processing chain. The mission DB contains the LUTs for atmospheric and Q-factor correction, for the data specifications defined in the mission extraction. The tabular output contains concentration and retrieval quality parameters for FU and lake means.
MIP generates maps of chl-a and sm concentration, $y$ absorption (400 nm) and AOT (550 nm). Furthermore, residuals of image and model spectra fits are calculated as a retrieval quality indicator. Occasional over- and under-estimation of AOT by the atmospheric correction module may cause zero reflectances in red bands or a shift of the reflectance peak towards the blue bands, respectively. This may force the constituent retrieval algorithm to approximate irregular spectral shapes, leading to high variations between neighboring pixels, and in places the algorithm reaches its threshold of 20 mg/m$^3$ (Figure 2-4). Such aberrations can be reduced by a low pass filter on input imagery [22], as SNR in MERIS channels 1-8 of reduced resolution (RR) data decreases from about 1:1100 to 1:500, but is very close to 4 times lower in FR data [23, personal communication]. In order to use the retrieval residual as an indicator of whether the atmospherically corrected R$^*$ are valid water spectra reproducible by the model, we combined such spatial smoothing with a selective filter, which replaces each output concentration pixel by the average of the concentrations of the 3 pixels fitted at the lowest residual within a 5x5 neighborhood.

Figure 2-4 and Figure 2-5 show chl-a outputs for the field campaign date 20 April 2007 prior to and after filtering, respectively. This image is affected by the presence of cirrus clouds and thus suboptimal atmospheric conditions. This leads to a high variation in the atmospheric correction output and consequently to high chl-a variations, which are removed by selective filtering. The images also show two regional limitations of the data processing: (1) narrow Lake Überlingen is frequently excluded from processing due to the influence of adjacency effects, and (2) Untersee results are often missing or reaching the algo-
rithm threshold, due to large shallow water areas and possibly bad representation by the SIOP (specific inherent optical properties) optimized for Obersee.

2.3.2 Algorithm parameterization

MIP is originally used with input variables for individual optimization with sensors (i.e. channel weighting), aquatic regions (i.e. SIOP) or atmospheric conditions (i.e. aerosol models). For operational use, a lake-specific parameterization for best performance with all datasets is required, approximating the spatio-temporal variation of hydro-optic conditions. Iterative, image-based optimization is applied to determine aerosol model, AOT estimation channel and \( sm \) a priori assumption. Largest differences are found for different aerosol types, with continental aerosols leading to an underestimation of reflectances in short wavelength channels and finally to an overestimation of \( chl-a \) and low \( sm \). Channel 14 (Table 2-1) measures in between the water vapor absorption bands, and has therefore performed best in the estimation of AOT with this algorithm [10]. The optimization of SIOP is done with the RAMSES measurements of 20 April 2007 and previous projects in Lake Constance [4, 24]. Measured \( R \) is inverted with absorption and scattering coefficients known from literature (Table 2-3).

Table 2-3: Parameters used for analysis of Lake Constance (1).

<table>
<thead>
<tr>
<th>Process</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atmospheric Correction ( (L_s \text{ to } R_L) )</td>
<td>Aerosol model</td>
<td>Maritime [10]</td>
</tr>
<tr>
<td></td>
<td>AOT estimation</td>
<td>MERIS channel 14 [10]</td>
</tr>
<tr>
<td></td>
<td>( sm ) assumption</td>
<td>1.5 g/m(^3) [10]</td>
</tr>
<tr>
<td>Water Constituent Retrieval ( (R_L \text{ to } chl-a, sm, y) )</td>
<td>( a_w )</td>
<td>Buiteveld et al. [27]</td>
</tr>
<tr>
<td></td>
<td>( a_{chl-a} )</td>
<td>Heege [5]*0.75</td>
</tr>
<tr>
<td></td>
<td>( a_y )</td>
<td>( S=0.014 ) [28]</td>
</tr>
<tr>
<td></td>
<td>( b_u )</td>
<td>Smith and Baker [29]</td>
</tr>
<tr>
<td></td>
<td>( b_{b, sm} )</td>
<td>( 0.014(\lambda/400)^n; n=-0.8(\lambda/400)^{1.2}; b_b/b=0.019 ) [5]</td>
</tr>
</tbody>
</table>

For \( b_{b, sm} \), we started iterations with a known exponential function [25], and adjusted the constants in factor and exponent, for a constant \( b_b/b \) ratio of 0.0019 [4], which leads to a generally good agreement of modeled and measured RAMSES spectra (Figure 2-6). Reference spectra with high \( sm \) concentrations (i.e. Alpenrhein plume) are modeled less adequately than others, but an improved agreement for these sites can only be achieved by reducing the spectral exponent \( S \) [26] of \( y \) to 0.012 or by introducing an absorbing part of \( sm \) with
$S=0.012$. The reason for this could be a significant portion of detritus absorption, which is not the case in other parts Lake Constance. In order not to decrease the model quality for the typical range of conditions, we neglected this change in SIOP. Iterations within certain thresholds are started with initial values (Table 2-4) unless values of adjacent pixels are available.

![Figure 2-6: MERIS and RAMSES irradiance reflectance spectra for the sites FU and A-C (Figure 2-1) on 20 April 2007, with corresponding model spectra as resulting from inversion iterations. The concentrations calculated for inversion results are in Table 2-5.](image)

<table>
<thead>
<tr>
<th>Constituent</th>
<th>Initial value</th>
<th>Min. threshold</th>
<th>Max. threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>chl-a [mg/m$^3$]</td>
<td>3</td>
<td>0.3</td>
<td>20</td>
</tr>
<tr>
<td>sm [g/m$^3$]</td>
<td>1.5</td>
<td>0.2</td>
<td>10</td>
</tr>
<tr>
<td>y [m$^{-1}$ (440 nm)]</td>
<td>0.2</td>
<td>0.1</td>
<td>0.35</td>
</tr>
</tbody>
</table>
The *chl*-a concentrations of RAMSES and MERIS inversion and fluorometer measurements reveal an overestimation by RAMSES in sites A-C. In FU, the RAMSES inversion produced higher *y* absorption than in the other sites, but outputs a relatively low *chl*-a concentration. These two parameters can act as substitutes in the inversion and therefore cause certain discrepancies. Another uncertainty lies in the high spatio-temporal variation on the border of the plume in the center of the main basin, which is visible in Figure 2-1 and might have changed during the 3 hours of reference data acquisition. The *sm* concentrations agree better, with only the RAMSES estimate of site C revealing a larger offset. *Y* estimates by MERIS are impossible due to low reliability of the calculated *R* in channels 1 and 2, especially with difficult atmospheric conditions such as on 20 April 2007.

### 2.3.3 Inversion parameterization

Figure 2-6 displays a good agreement of RAMSES and MERIS in channels 5-8 for FU, A and B. Channels 1-4 are overestimated, possibly due to the thin cirrus clouds observed on that day, which are not accounted for in the atmospheric correction. The inversion algorithm enables individual weighting to account for systematic differences in the channels’ reliability. In site C, AOT is overestimated because of significantly higher *sm* than assumed a priori. However, similar offsets occur also in most data with low *sm*, when using MERIS’ original calibration. Empirical recalibration factors were thus applied to compensate for the bias found between calibrated radiances and model calculations. This adjustment was found necessary in previous work [22, personal communication], but only processing other sensors or lakes will reveal to what extent this is due to inaccuracy of model or calibration.

**Table 2-5**: 20 April 2007 reference measurements (lab) sampled at 0.5 to 1 m depth, inversion results for RAMSES (ram, Figure 2-2) and MERIS (mer). MERIS acquisition time was at 9:46 UTC. MERIS pixel results are after filtering, results may thus vary slightly from the spectra in Figure 2-6.

<table>
<thead>
<tr>
<th>Site</th>
<th>UTC</th>
<th><em>chl</em>-a [mg/m³]</th>
<th><em>sm</em> [g/m³]</th>
<th><em>y</em> [m⁻¹] (400 nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>situ</td>
<td>ram</td>
<td>mer</td>
</tr>
<tr>
<td>FU</td>
<td>8:20</td>
<td>0.8</td>
<td>1.1</td>
<td>1.4</td>
</tr>
<tr>
<td>A</td>
<td>9:25</td>
<td>1.1</td>
<td>1.9</td>
<td>1.1</td>
</tr>
<tr>
<td>B</td>
<td>10:20</td>
<td>1.1</td>
<td>1.3</td>
<td>0.9</td>
</tr>
<tr>
<td>C</td>
<td>11:05</td>
<td>3.6</td>
<td>4.9</td>
<td>3.2</td>
</tr>
</tbody>
</table>
21 pairs of concurring *chl*-a measurements and MERIS images in 2003-2005 are used as training data. They are processed with varying weightings of channels 1-8 in the water constituent retrieval module, and with varying empirical recalibration factors for channel 1, 2, 3 (water constituents) and 14 (atmospheric correction). The optimization is started with channel 14, whose original radiance values lead to frequent overestimations of AOT, and thus to zero sub-surface reflectance in channels 1, 2, 6-8. The datasets are processed in iterations with channel 14 lowered in intervals of 0.5%, which changes AOT only by few percent, but has a distinctive impact on short wavelength channel reflectances. Water constituent retrieval was performed for each AOT estimate, and *chl*-a outputs were compared to IGKB values. The best agreement was found for 0.97. Similar but multivariate optimization iterations are performed with the channels used by the water constituent module, using correlation coefficients as optimization measure. Channel 1 is excluded from the retrieval, since it displays random offsets from model results. Similar problems are encountered with channels 2 and 3, but reduction in weighting and individual recalibration leads to better results than their exclusion. The lowest $R^*$ used is normally channel 8, which is thus the first to become zero when AOT is over-estimated. Channel 8’s weighting was therefore also slightly reduced. Table 2-6 is an overview of the weighting and recalibration values.

<table>
<thead>
<tr>
<th>Channel</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recalibration</td>
<td>-</td>
<td>0.975</td>
<td>0.98</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.97</td>
</tr>
<tr>
<td>Weighting</td>
<td>-</td>
<td>0.2</td>
<td>0.5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.8</td>
<td>0.97</td>
</tr>
</tbody>
</table>

### 2.4 Results

#### 2.4.1 Training of empirical recalibration

The training data that were used in the recalibration reveal relatively low concentrations in 2003 and 2004, but high concentrations in 2005 (Figure 2-7). They contain data pairs for each spring bloom, but according to Lake Constance’s natural variation, most data pairs represent *chl*-a concentrations between 1-4 mg/m$^3$. The largest relative differences between satellite and sampling results are found for the datasets of 29 March 2004 and 15 April 2005.
Figure 2-7: 21 chl-a data pairs for the site FU, 2003-2005. The number of days between data acquisition are indicated in the figure on the right. MERIS values are filtered outputs, as shown in Figure 2-5.

MERIS image of 29 March 2004 outputs high concentrations, while the corresponding IGKB measurement on 30 March 2004 is exceptionally low. However, a simultaneous probe profile reveals much higher values, and sample measurements acquired two weeks earlier and later confirm the spring bloom seen by MERIS. On 18 April 2005, IGKB measurements reach the spring bloom maximum of 6.4 mg/m$^3$, while the corresponding estimate of MERIS for the sampling station FU on 15 April 2005 is remarkably low. However, MERIS derived concentrations are up to 5 mg/m$^3$ in the eastern part of the main basin (Figure 2-8). A possible explanation could therefore be the spatio-temporal variation of algae, which can lead to significant differences for this data pair, where MERIS and IGKB acquisition lie 3 days apart (Figure 2-7, right). For the total 21 chl-a training data pairs, a correlation coefficient of 0.79 is achieved by iterative optimization of weighting and recalibration. If the images of 29 March 2004 and 15 April 2005 are excluded, the correlation coefficient increases to 0.94.

Figure 2-8: Chl-a concentration map for 15 April 2005.
2.4.2 Validation

11 datasets acquired in 2006 were processed with the weighting and recalibration optimized for 2003-2005 data. The agreement with IGKB data is good for the first 8 datasets from March to August, correlating at a coefficient of 0.89, and representing the spring bloom, low chl-a in summer and an increase in August. However, an extraordinary increase in autumn is found in IGKB data, which is not found in MERIS imagery, leading to a low overall correlation (Figure 2-9).

![Figure 2-9: 11 chl-a data pairs for validation of IGKB and MERIS measurements, for the site FU, 2006. Number of days between in situ sampling and satellite overpass are indicated in the figure on the right.](image)

On 22 September 2006, 1-3 mg/m³ chl-a are calculated for the cloud free area around FU (Figure 2-10), thus a fairly good agreement with IGKB data. However, spatial variation is high, and the filtered FU geolocation pixel happens to output a significantly lower concentration value. The results for 2 November 2006 depict a more general explanation for the

![Figure 2-10: Chl-a concentration map for 22 September 2006. Grey color indicates bright pixel flags in MERIS data, white pixels within the shoreline are considered clouds by MIP’s own masking algorithm.](image)
large differences in late 2006 data. The image based AOT retrieval is about 0.05 only, leading to inadequate atmospheric correction, and subsequently to erroneous water constituent output (Figure 2-11). In the IGKB measurements on 7 November 2006, Secchi depth of 8.3 m at FU is slightly above average, while *chl-a* samples reveal the maximum annual concentrations of 4.5 mg/m$^3$ and 5.1 mg/m$^3$ in the same week. However, high *chl-a* concentrations in the pelagic of Lake Constance normally lead to increased extinction and therefore low Secchi depth. A significant change in SIOP could therefore be a possible explanation for both the unexpected combination of high *chl-a* and high Secchi depth and the error in AOT estimation.

![Figure 2-11: Chl-a and sm concentration maps for 2 November 2006. Pink and dark blue colors represent threshold concentrations allowed by the algorithm, which indicates erroneous processing.](image)

2.5 Conclusions and Discussion

This study confirms the general applicability of MIP for automatic, operational processing by applying a lake specific parameterization. The correlation of *chl-a* estimates from MERIS with in situ water quality monitoring is sufficient, considering differences in methodology and spatial representation. MERIS processing results are most reliable, when satellite estimates are validated by concurring in situ measurements, and applied for their additional spatial significance. Alternatively, MERIS *chl-a* results can be used as additional estimates, and thus improve the temporal resolution of current water quality monitoring. However, this approach requires the analysis of unvalidated MIP results, which are occasionally affected by processing errors. Expert knowledge is thus required in the interpretation of unvalidated outputs.

We distinguish three potential error sources introduced by the present processor, i.e. atmospheric correction, bio-optical parameterization and filtering. At-
Physically based MERIS algorithm for Lake Constance

Atmospheric correction is the most fragile part. Errors in this module may be due to insufficient assumptions for atmospheric correction parameters (i.e. fixed aerosol model, \(sm\) a priori assumption). Adjacency effects are another source of atmospheric correction error and suspect of making most results of Lake Überlingen inadequate. Radiances in channel 14 thereby continuously increase towards the shore, leading to similarly increasing AOT estimates. This again leads to an underestimation of atmospherically corrected reflectances, especially in channels with high atmospheric scattering (1, 2) or low water reflectivity (6, 7, 8), where output reflectances can drop even to zero. The respective output concentrations are then either missing or equaling one of the threshold parameters, which are frequently found in areas within up to 5 pixels from the coastline [11]. Existing adjacency effect correction methods are currently considered for implementation [30, 31]. When large areas of the lake are unavailable in output, the reasons are either thin clouds ignored by MERIS quality flags or exceptionally high channel 14 radiances that cannot be accounted for with a constant \(sm\) backscattering assumption. A solution for the latter is the implementation of a more complex atmospheric correction module, which is iteratively coupled to the water constituent retrieval [22]. Neglecting MERIS’ smile error could be another potential source of errors, although no camera border artifacts or correlation with observation zenith angle was found in the results.

The water constituent retrieval produces \(chl-a\) output that agrees well with FU sampling data, apart from the exceptional phytoplankton bloom in late 2006, where a change in SIOP seems to cause erroneous processing, with the simplified empirical parameterization being only a limited representation of the bio-optical complexity of the lake. However, the physical constitution enables arbitrary modifications to any single parameter where such problems occur, which could eventually lead to an alternative set of parameters to be specified for certain events that are known to lie out of range of the original parameterization.

The residual weighted filter improves the results significantly, by reducing aberrations by the algorithm due to atmospheric correction inaccuracies and at the same time performing spatial averaging to address the relatively low SNR in FR data. Moreover, the gap between spatially discrete laboratory samples and the complex representation of a spatially averaged, depth dependent estimate by remote sensing is hard to bridge. A conversion formula based on depth resolved profile measurements in Lake Überlingen [5] suggests that remote sensing generally underestimates sample measurements. This is not the case with our results, thus no conversion calculation was performed. However, the
optimization of the channel recalibration with original IGKB data can be excluded as reason for this discrepancy, since it leads to large modifications in the processing of certain images, but not to a general scaling of the results.

An empirical recalibration of level 1B radiances was found necessary for the processing of MERIS data, with a majority of datasets producing erroneous or unreasonable output with the original calibration. The exact significance of this recalibration will only clarify with further investigation. It is expected that the processing chain can be applied to other large, prealpine lakes with the same recalibration, and individually optimized parameterizations only. Other than that, we consider the complementary use of and adjustment for MODIS data, whereof experience is available from previous work with MIP.
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3  CHLOROPHYLL RETRIEVAL WITH MERIS CASE-2-REGIONAL IN PERIALPINE LAKES


Abstract

Semi-analytical remote sensing applications for eutrophic waters are not applicable to oligo- and mesotrophic lakes in the perialpine area, since they are insensitive to chlorophyll concentration variations between 1-10 mg/m³. The neural network based Case-2-Regional algorithm for MERIS was developed to fill this gap, along with the ICOL adjacency effect correction algorithm. The algorithms are applied to a collection of 239 satellite images from 2003-2008, and the results are compared to experimental and official water quality data collected in six perialpine lakes in the same period. It is shown that remote sensing estimates can provide an adequate supplementary data source to in situ data series of the top 5 m water layer, provided that a sufficient number of matchups for a site specific maximum temporal offset is available.

3.1  Introduction

The glacial lake basins around the Alps are essential fresh water resources for Central Europe. Their ecological state vitally affects their value as drinking water reservoirs, for irrigation, fishery or recreation. For this reason, the European Commission (EC) has adopted the Water Framework Directive (Directive-2000/60/EC, 2000) which defines water quality categories as well
as monitoring parameters for the appropriate assignment of these categories. The Directive applies to all countries of the European Union (EU) and the European Economic Area (EEA), but not to Switzerland, where some of the feeder rivers of Europe’s largest river systems (i.e. Danube, Po, Rhine, and Rhone) originate. However, due to its position in the Central Alps, Switzerland shares a long tradition of international water protection directives; with Austria and Germany on Lake Constance (since 1961), with France on Lake Geneva (1962) and with Italy on Lake Lugano and Lake Maggiore (1972). Consequently, the countries involved are experienced in the practice of water quality monitoring and most water bodies in and around Switzerland are considered to be of very good quality, although Switzerland’s water protection laws are less consistent than the WFD and do not contain a mandatory definition of water quality monitoring requirements (Rey and Müller, 2007). Number and type of parameters, sites and intervals applied in such programs vary strongly among perialpine lakes. Chlorophyll-a concentrations (CHL) are however widely measured as an indicator for eutrophication and primary production. Ongoing efforts in reducing nutrient loads to these lakes trigger large interest in measuring biologic productivity on high-resolution temporal and spatial scales. Development of novel, reliable remote sensing techniques could thus provide a significant improvement in water quality and lake condition monitoring.

Various methods were developed to estimate the constituents of inland waters from remote sensing data, based on physical relations known from radiative transfer theory (Mobley, 1994). Most of them are based on absorption and scattering properties of CHL, total suspended matter (TSM) and gelbstoff (Y). Simple, semi-analytical methods for the retrieval of CHL apply band ratios of the secondary CHL absorption maximum at around 675 nm and adjacent spectral bands that are not affected by CHL absorption, such as the near-infrared (NIR) reflectance peak near MERIS’ 709 nm band (Gons et al., 2002; Gons et al., 2005), MODIS’ 748 nm and SeaWiFS’ 765 nm band (Dall’Olmo et al., 2005) or a combination of MERIS’ 709 nm and 754 nm bands (Gitelson et al., 2008; Gitelson et al., 2007). They are applicable to in situ measured or atmospherically corrected surface reflectances of eutrophic waters containing 10-200 mg/m³. However, CHL in perialpine lakes varies only between 1 and 20 mg/m³, and surface reflectances rarely display the needed NIR reflectance peak (Giardino et al., 2007; Odermatt et al., 2008a).

More complex, physically based inversion methods for simultaneous retrieval of CHL, TSM and Y were originally developed for airborne scanners (Heege
and Fischer, 2004; Hoogenboom et al., 1998). When applied to satellite sensors of lower spectral resolution, such as Landsat-TM5 and SPOT-HRV, such methods are adequate for the quantification of TSM by its strong scattering signal (Dekker et al., 2001). However, only more recent sensors were found to provide sufficient spectroradiometric properties for the estimation of low CHL concentrations in inland waters, for example Hyperion (Giardino et al., 2007) or MERIS (Odermatt et al., 2008a) in Lakes Garda and Constance, respectively. However, constant gelbstoff (Y) absorption had to be assumed in both studies, as its variation was not distinguishable from oligotrophic lakes’ CHL patterns with those instruments.

An inversion technique based on neural networks (NN) is used in the MERIS ground segment to simultaneously retrieve case II water constituents. Current MERIS level 2 standard products (algal_2, yellow_subs, total_susp) are processed with such a sensor-specific NN algorithm (Doerffer and Schiller, 2007). Between January 2007 and June 2008, the European Space Agency (ESA) funded the “Development of MERIS Lake Water Algorithms” (MERIS Lakes) project on the elaboration and validation of inland water NN for BEAM (Fomferra and Brockmann, 2006). The project led to three plug-in algorithms based on the MERIS Case-2 Core Module: Case-2 Regional (C2R), Boreal Lakes and Eutrophic Lakes (Doerffer and Schiller, 2008a) and a dedicated atmospheric correction (Doerffer and Schiller, 2008b). At about the same time the Improved Contrast between Ocean and Land (ICOL) processor became available, which accounts for the correction of adjacency effects (Odermatt et al., 2008b; Santer and Zagolski, 2009). The corresponding validation campaign concludes that (1) atmospherically corrected and in situ measured reflectances agree well in the green and red spectral region, but worse in the blue region, (2) ICOL has a positive or neutral effect, and (3) the accuracy is sufficient for TSM and CHL, but still not for Y (Koponen et al., 2008; Ruiz-Verdu et al., 2008).

Against the background of this recent progress, the applicability of the current C2R CHL product for the support of water quality monitoring in perialpine lakes is tested in this study. In section 2, a collection of MERIS images of the alpine region in the years 2003-2008 is described, along with several field campaigns including in situ reflectance measurements coinciding MERIS overpasses and water quality monitoring datasets acquired by local authorities. Section 3 contains an overview of the automatic processing environment applied to the satellite imagery (Odermatt et al., 2008a), which was adapted for
the use with BEAM’s command line routines. The same processing environment accounts for the comparison with reflectances and concentrations measured in field campaigns and for water quality monitoring concentrations. Results of all three types of matchups are discussed in section 4. Conclusions are given in section 5.

We specifically address the following questions: (1) Are the C2R and ICOL appropriate for the routine processing of CHL products, (2) what is the spatio-temporal validity of the findings, and (3) how does ICOL affect the outcome of the C2R processing for perialpine lakes.

3.2 Data

3.2.1 MERIS images

239 MERIS full resolution (FR) level 1B quarter and full scenes were used in this investigation. The data were originally collected for other experiments on Lake Constance (2003-2007), Garda, and Maggiore (2003-2008), which are covered by 121, 150 and 185 images, respectively. The study includes 7 lakes, which were chosen for their regional relevance and are therefore regularly monitored. This ensures the availability of CHL monitoring reference data along with experimental spectroradiometric reference data. The lakes have a size adequate for the 300 m spatial resolution of MERIS FR (Figure 3-2). Partial coverage, inappropriate atmospheric conditions or sun glint affected geometries may occur especially over lakes that the data was not originally chosen for, leading to the lowest temporal coverage for Lake Geneva (86). The temporal coverage in winter is lower than in summer (Figure 3-1), since the images were chosen mainly to observe phytoplankton growth, and clouds and fog reduce the availability of data in the winter half year.

![Figure 3-1: Temporal distribution of the 239 images used in this study.](image)
3.2.2 Field campaign data

35 spectroradiometric measurements with coinciding MERIS images were used in this study. They were converted to remote sensing reflectance $R_{rs}$ (i.e. the ratio between the water leaving radiance and the incoming irradiance flux) for comparison with the C2R calculated reflectance. The field campaign data represent 5 lakes and were gathered on 8 field campaigns in the years 2005-2008. No spectroradiometric measurements are available for Lake Biel and Lake Zug.

In the northern perialpine region, MERIS coinciding spectroradiometric measurements were taken during 4 campaigns in 2007; in Lake Constance (14 and 20 April, henceforth addressed as con070414 and con070420), Lake Geneva (gen070910) and Lake Zurich (zur070815). Lake Geneva and Lake Constance
are the two largest freshwater reservoirs in Western Europe, while Lake Zurich is the most important drinking water storage for the city of Zurich. Lake Constance is considered oligotrophic; Lake Geneva and Lake Zurich are mesotrophic. In situ CHL concentrations were only measured on the Lake Constance field campaign. All field campaigns took place within 3 hours of MERIS image acquisition. RAMSES ARC and ACC instruments were used to measure downwelling irradiance as well as upwelling radiance and irradiance below the water surface (Koponen et al., 2008).

Field campaigns in the southern perialpine region were carried out on Lake Garda and Lake Maggiore. The two lakes are the largest of Italy, situated in the northern part of the country, which accounts for 80% of Italy’s total freshwater storage. Both are in an oligotrophic state, although Lake Garda tends to mesotrophic conditions (Premazzi et al., 2003). Lake Garda was visited on two field campaigns (gar050726, gar080506), making available three in situ spectroradiometric measurements. Lake Maggiore field campaigns cover the northern half of the lake with 6 $R_{rs}$ measurements (mag060710), and its southern half with another 12 measurements (mag080803). Half of the measurements in Lake Maggiore were taken in littoral sites, at only a few hundred meters from the shore and thus at a critical distance for MERIS’ spatial resolution. The measurements were done within 5 hours of the acquisition of a MERIS image. Underwater downwelling irradiance and upwelling radiance were measured with an ASD-FR.

Both RAMSES and ASD-FR underwater measurements were corrected for the emersion factor to derive reflectance values that are comparable to C2R results. Self-shading was not accounted for, as they are minimal in clear waters (Leathers et al., 2004).

### 3.2.3 CHL monitoring data

A heterogeneous collection of water quality monitoring data was used for the long time validation of the C2R CHL product with meaningful, official water quality monitoring estimates. However, French, German, Italian and Swiss agencies and commissions responsible for their acquisition are manifold, and the different measurement methods and standards may lead to variations in the comparability with remote sensing estimates (Table 3-1).
Table 3-1: List of the lakes investigated, with corresponding water directives, the institutions in charge and the methods and intervals applied for the monitoring of CHL concentrations for the timeframe investigated.

<table>
<thead>
<tr>
<th>Lake</th>
<th>Directive</th>
<th>Executing institution</th>
<th>Method</th>
<th>Interval</th>
<th>Timeframe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biel</td>
<td>Cantonal</td>
<td>Bernese Cant. Water Protection and Waste Management Office</td>
<td>HPLC (15 m)</td>
<td>30 d</td>
<td>2003-2008</td>
</tr>
<tr>
<td>Constance</td>
<td>IGKB1</td>
<td>Institute for Lake Research, Langenargen (Germany)</td>
<td>HPLC (20 m)</td>
<td>14-30 d</td>
<td>2003-2007</td>
</tr>
<tr>
<td>Garda</td>
<td>WFD</td>
<td>APPA Trento (Italy)</td>
<td>Spectrophotometer (0-1 m)</td>
<td>30 d</td>
<td>2003-2008</td>
</tr>
<tr>
<td>Geneva</td>
<td>CIPEL</td>
<td>INRA, Thonon-Les-Bains (France)</td>
<td>Fluorescence probe (1-5 m)</td>
<td>14-30 d</td>
<td>2003-2007</td>
</tr>
<tr>
<td>Zug</td>
<td>Cantonal</td>
<td>Zug Cant. Environmental Protection Office</td>
<td>Fluorescence probe (1-5 m)</td>
<td>30 d</td>
<td>2005-2007</td>
</tr>
<tr>
<td>Zurich</td>
<td>Cantonal</td>
<td>Zurich Municipal Water Utility</td>
<td>HPLC profile (0-5 m)</td>
<td>30 d</td>
<td>2006-2008</td>
</tr>
</tbody>
</table>

The HPLC method applied to vertical composite water samples as in the monitoring program of Lake Biel, Lake Constance and Lake Zurich gives a precise laboratory measurement of constituent concentrations in a sample. In Lake Zurich, such samples are taken at 0, 1, 2.5 and 5 m depth and thus represent vertical variations in the top water layer; in case of Lake Biel and Lake Constance the water samples are taken as a vertical mixture of the topmost water layer, i.e. 20 m and 15 m, respectively. In Lake Garda, CHL is derived from spectrophotometer measurements of water samples of the top 1 m water layer (ISO-10260E, 1992). Finally, submersible fluorescence probes such as the SCUFA used in Lake Zug and the CTD90 used in Lake Geneva allow the depth profiling of CHL and other limnic parameters in the field.

3.3 Processing chain

Four BEAM routines are used in a processing chain for the automatic calculation of the C2R water constituent products. The BEAM tools are controlled by IDL routines, which account for the definition of parameters in the BEAM processor xml files, but also for the post processing of geometrically corrected L2 subsets (Figure 3-3).

1 International Commission for the Protection of Lake Constance
3.3.1 Preprocessing

In a first step, BEAM’s smile correction *meris-smile.bat* (version 1.1.101) is applied to the original L1B data. This command line algorithm is identical to the MERIS smile correction used in L2 products. It applies an irradiance correction to all bands, which accounts for the difference between actual and nominal wavelengths of the solar irradiance in each channel. A reflectance correction is also applied, based on spectral interpolation of reflectances in two adjacent bands. The default for water targets is to apply the reflectance correction to all bands apart from 8, 11, 14 and 15 (Fomferra and Brockmann, 2006).

The smile corrected L1B data are processed with ICOL (version 1.0.4) as implemented in BEAM’s *gpt.bat* command line routine. ICOL calculates top of atmosphere (TOA) reflectance and applies a regular Rayleigh correction as done in the MERIS atmospheric correction over land of the MERIS ground
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This is done for the entire image, while the rest of the procedure is only applied to water pixels within 30 km of land surface areas. Rayleigh and aerosol adjacency effects are corrected by means of a look-up-table simulated with a primary scattering model (Santer and Schmechtig, 2000). MERIS bands 12 and 13 are thereby used for the estimation of aerosol type and optical thickness (AOT). The reduction of the surface reflectance caused Rayleigh and aerosol scattering over adjacent land is also accounted for. Finally, the adjacency effect corrected TOA reflectance is converted back into at-sensor radiances for all 15 bands, creating an L1C product according to ESA definitions (Santer and Zagolski, 2009).

3.3.2 Atmospheric correction and water constituent retrieval

The smile corrected L1B and L1C data are processed with C2R (version 1.3.2, Case 2 core module version 1.0), resulting in two sets of water constituent products, one with and one without ICOL correction (Figure 3-3). A C2R batch processing routine was therefore customized as described in the BEAM Lakes Wiki (Peters, 2008). It makes use of an adapted parameter file that switches C2R’s internal smile correction off. C2R applies a dedicated NN based atmospheric correction built on more than 200’000 simulations for 15 input neurons, including radiance reflectance at top of a 50 layer standard atmosphere after Ozone and Rayleigh correction in 12 visible and NIR bands. Only bands 11, 14 and 15 are excluded. This helps to avoid the over-correction of visible bands occurring in earlier versions, which were based on the extrapolation of NIR retrieved atmospheric parameters to shorter wavelengths. 43 neurons are defined as output, consisting of water leaving radiance and downwelling irradiance (i.e., the terms to derive $R_{rs}$) as well as path-scattered radiance for the 12 input bands, AOT in 4 bands (given at 550 nm hereafter), and a sun glint parameter. The scattering by ice crystals in cirrus clouds is also accounted for. Performance tests across the entire range of values of atmospheric parameters included in the NN show that largest inaccuracies occur for low water leaving reflectances, i.e. at short wavelengths, under hazy conditions and over absorption dominated, low scattering waters. Therefore, the atmospheric correction was found to be applicable for atmospheric conditions up to AOT=0.5 under normal circumstances, but might fail even at AOT=0.2 over very dark water, such as in Finnish lakes (Doerffer and Schiller, 2008b).
C2R’s water constituent retrieval NN uses the $R_{rs}$ in MERIS bands 1-8 after atmospheric correction. It was trained with a LUT consisting of more than 80,000 *Hydrolight* simulations (Mobley, 1994). Natural variations in IOP and unavoidable errors in input $R_{rs}$ are accounted for, but fluorescence effects are neglected. A so-called *invNN* is applied to invert given directional $R_{rs}$ into concentrations, and a *forwNN* models $R_{rs}$ for given concentrations and geometries. The *invNN* provides a first guess of instant concentrations. They fed in the *forwNN* together with the acquisition geometry, producing an $R_{rs}$ spectrum to verify the inversion procedure. The difference in these $R_{rs}$ is minimized by means of a Levenberg-Marquardt algorithm until an accuracy threshold is met, or up to a maximum of 10 iterations. The L2 products calculated in this way include CHL, TSM and $Y$, but also the minimum irradiance attenuation coefficient and the signal depth $z_{90}$. Furthermore, retrieval quality flags are set according to failures in meeting quality check thresholds for both atmospheric correction and water constituent retrieval (Doerffer and Schiller, 2008a).

### 3.3.3 Post processing

The optical closure of in situ $R_{rs}$ measurements and corresponding C2R $R_{rs}$ pixel spectra is quantified by means of the absolute and relative spectral Root Mean Square Error (RMSE) of MERIS channels 1-9:

$$RMSE = \sqrt{\frac{\sum_{i=1}^{N} (\overline{X}_i - \hat{X}_i)^2}{N - 1}}$$

$$\text{Rel. RMSE} = \frac{\text{RMSE}}{\frac{1}{N} \sum_{i=1}^{N} \overline{X}_i} \cdot 100$$

where $N$ is the number of bands (i.e. 9) and $\overline{X}_i$ and $\hat{X}_i$ are the remote sensing reflectances measured in situ and retrieved by C2R, respectively.

Once the water constituent concentrations are calculated, the subsequent post processing steps make use of two tables for the creation of map products and point wise comparison with in situ data. The lake parameter table contains geographic information for each lake to be extracted from the MERIS L2 images, i.e. name, altitude, pixel size, geographical coordinate subset boundaries in
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Each direction and UTM zone. This information is used for geometric correction and image clipping by means of the BEAM tool \textit{mapproj.bat}. The DIMAP format lake clippings are then illustrated with legend and color table templates according to the variation of concentrations expected in each lake and saved as JPEG.

The second table with site parameters contains local CHL monitoring time series along with site name, acquisition method and latitude and longitude coordinates. It enables the extraction of spatio-temporal matchups between in situ CHL measurements and corresponding MERIS pixels. Where cloud free matchup pixels are found, the values of acquisition date, L1B flags, C2R flags, viewing zenith angle, C2R’s chi square, AOT, CHL, TSM, $Y$ and $z_{90}$ are extracted and simple statistics such as $R^2$ and RMSEs are calculated. Corresponding values extracted from a 3x3 neighborhood instead of a single pixel do not consistently lead to improved results. Channel 13 quick looks of each MERIS image are automatically generated and manually searched for cirrus and contrail contaminations that were not identified by the MERIS flags. About 10 images per reference site were blacklisted and excluded from processing in this way. Additional criteria for data exclusion in the automatic process were sun glint suspect geometries (i.e. above 10° east in summer or 20° east in winter), C2R’s error indicating retrieval flags (i.e. \textit{ATC\_OOR} and \textit{RAD\_ERR}) and unrealistic CHL levels (i.e. below 0.1 mg/m$^3$). The latter two may differ between ICOL corrected and uncorrected data, causing differences in the number of matchups available.

3.4 Results

3.4.1 Field campaign $R_{rs}$ matchups

The comparison between 35 spectroradiometric measurements and corresponding image derived $R_{rs}$ spectra for ICOL corrected and uncorrected MERIS data allows for a direct validation of the performance of ICOL and the C2R atmospheric correction. A qualitative evaluation of four cases can be given (Figure 3-4): [1] In situations with AOT around 0.05, the effect of ICOL is small, even for narrow basins such as Lake Zurich (zur070815). [2] When AOT increases to moderate values such as 0.14 over the eastern bay of Lake Constance on 13 April 2007, ICOL significantly improves the retrieved reflectance spectrum. [3] Underestimations of adjacency effects by ICOL were found for Lake Mag-
giore, where relatively low water reflectance leads to at-sensor radiances as small as the noise of MERIS (Guanter et al., 2010) and the surrounding topography further increases the intensity of adjacency effects (Candiani et al., 2007). [4] The retrieval for Lake Geneva on 10 September 2007 is carried out for a similar AOT (0.13) as in example 2. However, the shape of the Lake Geneva reflectance spectra with a secondary maximum in the 681 nm chlorophyll fluorescence band and an inflection point around 500 nm is generally not well reproduced, possibly due to the neglect of fluorescence and SIOP variations that C2R’s forward simulations do not account for, respectively.

![Image](image-url.com/image.png)

**Figure 3-4:** Example spectral matchups for weak (zur070815) and strong (con070413) adjacency effects, and assumingly underestimated adjacency effects (mag060710) and inadequate SIOP (gen070910).

The optical closure according to Equation [3-1] and [3-2] was calculated for both adjacency effect corrected and uncorrected data. In 32 of 35 cases, both absolute and relative RMSEs decrease when ICOL is applied (Figure 3-5). But through normalization of the RMSEs, higher relative inaccuracies for darker waters such as Lake Maggiore become visible. In the case of gen060910 and mag080803, the application of ICOL reduces the average relative RMSEs from 55% and 54%, respectively, to 24% for both lakes. Only for mag060710, the average relative RMSE is not sufficiently improved (57% to 43%), displaying case [3] in Figure 3-4. Among brighter waters, the relative RMSEs for Lakes Zurich and Constance decrease to an average of 12% and 19%, respectively,
whereas the spectral fits for Lake Garda are not improved by ICOL. The relative RMSEs for ICOL corrected data of Lake Constance, Lake Garda, Lake Geneva and Lake Zurich are more or less in the range of the 10-21% calculated for the visible spectral range in a previous experiment on Lake Garda, where a customized atmospheric correction using actual AOT measurements was applied to a single Hyperion image (Giardino et al., 2007).

Figure 3-5: Spectral RMSEs and relative spectral RMSEs for 35 in situ spectral measurements and the corresponding Rrs spectra calculated by C2R for ICOL corrected and uncorrected input data.

3.4.2 Field campaign CHL matchups

The results of the Lake Constance field campaign CHL matchups confirm the moderate correlation for CHL without ICOL (Figure 3-6) as found in the MERIS Lakes validation study. The correlation coefficient of R=0.74 for the ICOL corrected CHL product is even slightly higher, where the validation study revealed only R=0.32. The absolute and relative RMSEs of ICOL corrected CHL are more than twice that of the uncorrected estimate, since the ICOL correction generally increases the water constituent concentration estimate (Koponen et al., 2008). But when the individual bias in the linear relationship between in situ data and the two C2R estimates is taken into account, the ICOL corrected estimate is again insignificantly better with an RMSE of 0.78 against 0.81 mg/m³. In general, the results confirm the contradictory find-
ing that ICOL significantly improves the retrieval of $R_s$ (Figure 3-5) but not the determination of water constituents (Koponen et al., 2008).

![Figure 3-6: Lake Constance plots of laboratory CHL with uncorrected (left) and ICOL corrected (right) MERIS C2R estimates. When the linear regressions are applied to the MERIS estimates, absolute RMSEs are 0.81 and 0.78 mg/m$^3$ and relative RMSEs are 37% and 36% for data without and with ICOL, respectively.]

### 3.4.3 CHL monitoring matchups

The general comparability of C2R results with 0-5 m depth resolved reference data from official water quality monitoring is demonstrated using the example of Lake Zurich (HPLC reference, Figure 3-7). Correlation coefficients and absolute RMSEs are higher and the relative RMSEs lower than those found in the field campaign matchups for Lake Constance, which can be explained with the higher range of concentrations occurring in Lake Zurich. The main difference due to ICOL can be expressed by a difference in linear regression similar to the Lake Constance field campaign (Figure 3-6), only that this time ICOL is closer to the 1:1 line. Some outliers among the 3-5 days offset matchups can be identified for the occurrence of spatio-temporal variations in the CHL patterns observed by MERIS, but are not discussed individually.

The matchups for Lake Zug in Figure 3-8 represent an aggregation of low concentration cases and only a few algae bloom events, making the correlation less reliable than for Lake Zurich. Nevertheless, the correlations similar and the lin
Figure 3-7: Lake Zurich plots of official water quality CHL with uncorrected (left) and ICOL corrected (right) MERIS C2R estimates. When the linear regressions are applied to the MERIS estimates, absolute RMSEs are 1.85 and 1.87 mg/m$^3$ and relative RMSEs are 38% and 37% without and with ICOL, respectively.

Figure 3-8: Lake Zug plots of official water quality CHL with uncorrected (left) and ICOL corrected (right) MERIS C2R estimates. When the linear regressions are applied to the MERIS estimates, absolute RMSEs are 0.71 and 1.32 mg/m$^3$ and relative RMSEs are 35% and 69% without and with ICOL, respectively.

ear regression is again considerably steeper for ICOL corrected than for uncorrected data, whereas both are off the 1:1 line in this example. The main differ-
ences are due to the strong overestimation of concentrations by C2R for ICOL corrected data, leading to high RMSEs. However, the two maximum values by C2R with ICOL correspond to spring bloom events in April 2005 and 2007, where increased (6-8 mg/m³) CHL concentrations are found at 7-12 m depth, but not in the top 5 m layer averaged for the reference dataset. When comparing to the average of the top 20 m probe profile data, ICOL corrected estimates improve to R=0.84, while it decreases to 0.74 without ICOL.

For Lake Geneva, 98 in situ measurements in 2003-2007 are available for a sampling station in the center of the lake, allowing for the reduction of maximum temporal offset for data matchups to two days. However, the entire investigation period reveals correlations of only R=0.33 without and 0.26 with ICOL. But when only the first 3 of 5 years are analyzed, the correlation without ICOL improves, and the ICOL corrected R=0.89 becomes the highest of all lakes (Figure 3-9). It is assumed that the SIOPs of Lake Geneva have significantly shifted in 2006-2007. Several indications support this hypothesis, such as the obvious change in phytoplankton variability visible in the CHL reference data (Figure 3-13), the inability to differentiate AOT, CHL, TSM and Y patterns in some images, the difference between the spectral shape of gen070910 compared to the other reference spectra and the poor retrieval of that spectrum by C2R (Figure 3-4, type [4]), and finally the observation of exceptional blooms of filamentous Mougeotia algae in 2007 by local limnologists (Rimet et al., 2008; Tadonleke, pers. comm.).

In Lake Garda, the sampling station is very close to the inflow of River Sarca in the narrow northern part of the lake. 0-1 days offset would have to be allowed in order to get enough matchups, but cannot account for the temporal variability in this estuary region (R=0.50, n=11). A local comparison with remote sensing estimates is thus impossible unless the temporal agreement of image and in situ sample acquisition can be improved.

In Lake Biel and Lake Constance, water quality monitoring data is measured as HPLC analysis of 20 m composite profiles. A reduced comparability with remote sensing estimates is indicated by matchups for 4 different sites in Lake Constance (Figure 3-10), where the correlation is only about half of that found for the 0-5 m profile matchups. The largest RMSEs are found for the 4 ICOL corrected matchups of the site BR in the eastern bay of the lake, close to the River Rhine estuary. If removed, the other 3 sites achieve R=0.67 with ICOL. The small number of Lake Biel reference measurements requires a 2-day offset threshold to analyze 12 matchups, which correlate even less (R<0.26).
Figure 3-9: Lake Geneva plots of official water quality CHL with uncorrected (left) and ICOL corrected (right) MERIS C2R estimates (only 2003-2005). When the linear regressions are applied to the MERIS estimates, absolute RMSEs are 1.04 and 0.44 mg/m$^3$ and relative RMSEs are 68% and 30% without and with ICOL, respectively.

Figure 3-10: Lake Constance plots of 20m HPLC water quality data, measured in 4 different sites, with uncorrected (left) and ICOL corrected (right) MERIS C2R estimates of images taken on the same day. When the linear regressions are applied to the MERIS estimates, absolute RMSEs are 1.94 and 1.48 mg/m$^3$ and relative RMSEs are 56% and 41% for data without and with ICOL, respectively.
3.4.4 Fusion of CHL time series

The correlation found for 0-5 m monitoring data and C2R CHL estimates are additionally examined by means of their seasonal and interannual variation. The linear gain factors found for the CHL monitoring matchups in Figure 3-7, Figure 3-8 and Figure 3-9 are applied to the C2R estimates, and the standard deviations of the averaged profile data are displayed as error bars of in situ CHL. In Lake Zurich, most images are available for the second half of 2006, where the in situ concentrations show a steady increase (Figure 3-11). Another cluster is related to the minimum concentrations in summer 2007 and the relative maxima before and after. Both situations are well reproduced by the C2R estimates, without a significant difference for ICOL corrected (n=39) and uncorrected (n=33) data. A difference in the number of observations occurs because C2R L2 flags ATC_OOR and RAD_ERR are less frequent in the corrected (11) than in the uncorrected (17) data, whereas about half of the flagged non-ICOL CHL concentrations would be in a reasonable range, while the other half is mostly above 20 or below 1 mg/m$^3$. Furthermore, the C2R estimates seem to underestimate low concentrations, while they overestimate higher concentrations. Again, this applies to both types of satellite estimates.

The Lake Zug time series of in situ CHL data consists of relatively constant 2-4 mg/m$^3$ concentrations with annual short periods of increased concentrations in spring and autumn. For the years 2005 and 2007, these events are well reproduced by the C2R estimates, with occasional overestimations by both non-ICOL and ICOL processed CHL. The spring maximum in 2006 measured on 24 April in situ is not confirmed by any valid MERIS observation. A MERIS image acquired on 21 April indicates above average CHL concentrations of 4.3 (non-ICOL) and 4.7 mg/m$^3$, but is not displayed in Figure 3-12 due to sun glint suspect geometry. The autumn maximum in 2007 is not visible in the in situ data, since no fluorescence probe measurements were taken between 18 July and 29 October. MERIS estimates indicate that this algae growth event has taken place to a similar extent as in the year before.

For the Lake Geneva time series, ICOL results (n=50) are more accurate than non-ICOL (n=49) results, as already found for the correlation of matchups. In the years 2003-2005, only two events of concentrations above 4 mg/m$^3$ are documented by in situ data, while the variations at low concentrations are very volatile (Figure 3-13). Nevertheless, a good agreement is visible especially in
Figure 3-11: Lake Zurich time series of 0-5 m averaged HPLC samples and C2R estimate after application of the linear regression found in Figure 3-7.

Figure 3-12: Lake Zug time series of 0-5 m fluorescence in situ measurements and C2R estimate after application of the linear regression found in Figure 3-8.
2004, where all but the first C2R estimates are in the range between the previous and the subsequent in situ measurement. The years 2006 and 2007 introduce increased average and maximum CHL reference concentrations and an increased seasonal variability. C2R retrieved CHL concentrations cannot account for these changes, although the MERIS images still depict many spatial features as relative concentration differences.

![Figure 3-13: Lake Geneva time series of 0-5 m fluorescence in situ measurements and C2R estimate after application of the linear regression found in Figure 3-9.](image)

### 3.5 Conclusions and discussion

It was shown that both C2R and ICOL are well automatable algorithms, allowing for the supply of relatively accurate CHL products for most of the larger perialpine lakes. The potential for their use for in situ water quality monitoring is considerable, also taking into account the near real-time availability from ESA’s rolling archives. The application of simplified automatic quality checks regarding sun glint suspect and flagged pixels has strongly reduced the number of outliers in the MERIS data, although it lead to the loss of some significant datasets, which could be avoided by means of manual data quality control or
an improved C2R flagging system, e.g. for sun glint affected pixels. Extraordinarily complex cases like the strong adjacency effects over Lake Maggiore (Candiani et al., 2007; Guanter et al., 2010) or the change in SIOP in Lake Geneva in the years 2006 and 2007 require further investigation. Especially the changing environmental conditions in Lake Geneva demonstrate that remote sensing means for water constituent estimation will hardly replace in situ measurements in the near future. At the same time, it could strongly improve the current monitoring if in situ observations would include the estimation of the water’s optical properties.

In terms of purposeful water quality monitoring, reliability and significance of remote sensing estimates cannot substitute in situ estimates, as they are strongly depending on atmospheric conditions and do not represent identical quantities, regarding area representation and penetration depth. Nevertheless, this study showed that the combination of in situ and spaceborne inland water CHL monitoring can improve our knowledge of the current state of our freshwater reservoirs with both temporally and spatially improved resolution. Depth resolved data are thereby clearly more suitable for comparison (R=0.71 to 0.89 and rel. RMSEs between 30% and 69% with ICOL) with remote sensing estimates than 15 or 20 m composite samples (ICOL R<0.58). The signal depth $z_{90}$ calculated by the C2R algorithm in the present study (not shown) was between 5 to 12 m for all lakes. Vertically resolved in situ measurements of the topmost 5-12 m are accordingly the most suitable reference datasets when it comes to combining in situ and remotely sensed water quality estimates (Lindell et al., 1999). Temporal offsets up to 5 days turned out to be adequate for the majority of matchups in Lake Zug and Lake Zurich, whereas a very high temporal agreement is required in estuary sites such as BR in Lake Constance or the Lake Garda site. Regarding other water constituents, it is known from the outcome of the MERIS Lakes validation campaign and was confirmed by our estimates, that the TSM estimates by C2R are even more accurate than CHL, while the $Y$ product is faulty, probably due to atmospheric correction issues at short wavelengths (Koponen et al., 2008).

The role of the ICOL adjacency effect correction in the processing of MERIS data is consistently positive as far as the retrieval of accurate $R_{rs}$ by C2R is concerned. It also increases the correlation coefficient for CHL comparisons in 5 out of 6 examples, but not to a comparable extent. This finding confirms the conclusions of the MERIS Lakes validation study (Koponen et al., 2008), but lacks a simple explanation since the inversion criteria of the NN are relatively
intransparent. However, C2R was originally developed for use without ICOL, and adjacency effects remained unconsidered in the forward NN, among other parameters. The reflectance inversion is therefore an approximation, in which neglected optical effects may be erroneously compensated by other parameters. In the present study, the correlation between adjacency effect corrected and uncorrected $Y$ estimates (e.g. $R=0.38$ for Lake Zurich matchups) is considerably lower than in the case of $CHL$ and $TSM$ ($R=0.70$ and 0.67, respectively). C2R’s $Y$ was also found to be the most inaccurately retrieved constituent in the MERIS Lakes validation study (Koponen et al., 2008). Average values without adjacency effect correction are twice to three times lower than found in previous studies (Heege and Fischer, 2004; Odermatt et al., 2008a) or when ICOL is applied. Therefore, we assume that $Y$ buffers a large portion of the inaccuracy of $R_r$, derived without ICOL, while the $CHL$ retrieval suffers only minor damages in relation to other error sources and the limited comparability of in situ and remote sensing measurements.
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Abstract

The lakes of the European perialpine region constitute a large water reservoir, which is threatened by the anthropogenic pressure altering water quality. The Water Framework Directive of the European Commission aims to protect water resources and monitoring is seen as an essential step for achieving this goal. Remote sensing can provide frequent data for large scale studies of water quality parameters such as chlorophyll-a (chl-a). In this work we use a dataset of maps of chl-a derived from over 200 MERIS (MEdium Resolution Imaging Spectrometer) satellite images for comparing water quality of 12 perialpine lakes in the period 2003 - 2009. Besides the different trophic levels of the lakes, results confirm that the seasonal variability of chl-a concentration is particularly pronounced during spring and autumn especially for the more eutrophic lakes. We show that relying on only one sample for the assessment of lake water quality during the season might lead to misleading results and erro-
neous assignments to quality classes. Time series MERIS data represents a suitable and cost-effective technology to fill this gap, depicting the dynamics of the surface waters of lakes in agreement with the evolution of natural phenomena.

4.1 Introduction

Lentic ecosystems are inestimable renewable natural resources for biodiversity and can be significantly altered by human activities and climate change (Kaiblinger et al., 2009). Their ecological status vitally affects their value as drinking water reservoirs, for irrigation, fishery or recreation; any effort placed for preserving and/or improving the quality of these resources in the years to come and for increasing monitoring capability is justified. For this reason, the European Commission (EC) has adopted the Water Framework Directive (WFD) (Directive, 2000) with the main objective of maintaining ‘good’ and non-deteriorating status for all waters (surface, ground and coastal) (Chen et al., 2004). The Directive applies to all countries of the European Union (EU) and it has to be implemented at the catchment scale (river basin district) thus taking into account hydrological rather than geographical or political boundaries (Premazzi et al., 2003). Monitoring is an essential part of the implementation of the WFD (Premazzi et al., 2003). Surveillance monitoring aims at assessing the status of surface and ground waters. Operational monitoring is undertaken to evaluate the effects of measures undertaken to improve critical situations and to evaluate the level of achievement of the Directive's objectives; systematic monitoring has to be done through monitoring networks (Chen et al., 2004). So the starting step is the classification of water bodies into ‘ecological quality status’ using biological indicators (Kaiblinger et al., 2009). Lake classification under the WFD is based from the deviation of the present state from type specific reference conditions (Wolfram et al., 2009). Moreover, the WFD forces the member states to monitor systematically all natural and artificial lakes with surface area ≥ 0.5 km$^2$ (Premazzi et al., 2003). Field measurements of the indicators of lake water quality are to be carried out every three months although recent works suggest that the time interval between samplings should be reduced.

The sampling protocols adopted across EU suggest a minimum number of yearly samples for phytoplankton analysis. Sampling is usually carried out on a seasonal basis, therefore four samples is the most common option, although
some Member States (such as Italy) decided to increase the minimum frequency up to 6 samples per year, trying to include those periods when phytoplankton is rapidly changing, due to the transition between two seasonal phases of relative stability in the assemblage composition. Because phytoplankton structure can be particularly variable from day to day during these transitional phases (Salmaso, 1996), the choice of the sampling dates is crucial, because it can significantly affect the outcome of the classification.

The number of samplings during the year is a compromise between the effort/cost required from the agencies in charge of monitoring and the need of describing the seasonal ecological variability with at least four to six sampling for all lakes. Within the time frames set by the Directive for measurements, the choice of the date is often dictated by the organizational needs hence the picture of water ecological conditions might be biased especially in the case of parameters which can vary significantly over small time periods, such as chlorophyll-a (chl-a).

The classification of the ecological status of lakes is based on the values measured for physicochemical and chemical parameters, which are related to the trophic level of the water: transparency, hypolimnetic oxygen, chlorophyll-a and total phosphorus. In the WFD chl-a concentration is therefore recognized as an essential parameter for the classification of the quality of lake waters (Jeppesen et al., 2003; Søndergaard et al., 2005) since together with phytoplankton species composition (Salmaso et al., 2006) is essential for an exhaustive description of the waters ecological status (Carvalho et al., 2008). In fact, these latter parameters are related to nutrient availability within waters (Vollenweider and Kerekes, 1980).

However, the estimation of chl-a concentrations in waters is often carried out with different methods for both sampling and laboratory analyses (Lindell et al., 1999) thus leading to the need of intercalibration of different monitoring systems as also required by the WFD (Nõges et al., 2010). Remote sensing technology is a tool for collecting consistent/homogeneous spatial and temporal data for the assessment of water quality parameters in lakes (e.g., Bukata et al., 1991; Cavalli et al., 2009; Dekker et al., 2001; Koponen et al., 2004; Gons et al., 2008; Giardino et al., 2010). It allows us to monitor large water areas (from local to global scale) with systematic and cost-effective acquisitions. Salmaso and Mosello (2010) reviewed over 200 articles published in the field of limnology and draw the conclusion that synoptic analyses on a macro-regional scale in the sub alpine region need to be further addressed by re-
searchers. Remote sensing can certainly provide the data to achieve this goal. Moreover, it offers archives of data which are suitable for the re-construction of historical trends (Chen et al., 2007). Several works have in particular fo- cused on the satellite-inferred estimation of the concentration of chl-a (Baban, 1993; Giardino et al., 2001; Gons et al., 2002; Strömbeck and Pierson, 2001; Doerffer and Schiller, 2007; Gitelson et al., 2007; Gower and King, 2007; Bilgehan et al., 2009; Bresciani et al., 2009). In fact, changes in the concentra- tion of chl-a are associated to changes in the amount of water leaving radianc e in the photosynthetically active radiation region of the electromagnetic spec- trum and these changes can be detected with optical remote sensors (Baban, 1999). Therefore remote sensing can be a tool for collecting data to support the implementation of the monitoring activities outlined in the EC WFD. Howev- er, despite the undisputable advantages offered by satellite sensors, remote sensing relies on the collection of in situ data for the development and the vali- dation of algorithms and models (Brando and Dekker, 2003; Chen et al., 2004). The systematic collection of in situ data should be performed as an integral part of operational monitoring build on remote sensing technology for lake management strategies such those as required by the WFD.

This work relies on the availability of a large dataset of maps of chl-a over 12 perialpine lakes for the period 2003–2009. Maps were derived from over 200 images acquired by the MEdium Resolution Imaging Spectrometer (MERIS) onboard the Envisat-1 mission of the European Space Agency (ESA) (Oder- matt et al., 2010). The objectives are i) to compare water quality of the sub- alpine lakes of the study area by analysing chl-a concentrations, ii) to analyze the spatial variability of chl-a concentration during the season and over the years, and iii) to simulate the application of the WFD to this sub-alpine region through the information supplied by remotely sensed data.

4.2 Study area

The European perialpine region around the Alps comprises a significant num- ber of glacial and tectonic lakes, which constitute an inestimable reservoir of freshwater. The 12 lakes selected in the study area (Figure 4-1) belong to four countries: Italy, Switzerland, France and Germany. They have a size suitable for the geometric characteristics of the MERIS sensor (spatial full resolution is 300 m) and they are greater than 0.5 km², which is the minimum size required by the WFD for enforcing quality monitoring. Water of these lakes is exten-
sively used for the production of hydroelectric power, is intensively used in agriculture and industry, becoming a life-sustaining element for the economy of the surrounding areas. Waters from the largest lakes (e.g., Lake Zurich and Lake Como) are even used directly as fresh water supply of the nearby cities. In addition, these water bodies are one of the key elements for the tourist economy of the Alpine region.

The lakes included in this study are oligotrophic by nature (Guilizzoni et al., 1983) but they underwent intense processes of cultural eutrophication started in the 1960s, which reached a maximum at the end of the ‘70s. The major cause of the ecological deterioration was phosphorus loads from sewage, which triggered the increase of annual primary productivity, of algal biovolume and growth of cyanobacteria. Since the early 1980s, nutrient loads have been gradually reduced mainly by adopting treatment plants and by reducing the phosphorus contained in domestic detergents. Since then most of the lakes (i.e. the largest lakes) have started a reoligotrophication process. Obviously each lake has had its own ecological history, which is extensively described in

Figure 4-1: Study area with indication of Region of Interest (ROI) for every lakes.
the scientific literature (e.g. Binelli et al., 1997; Ruggiu et al., 1998; Pugnetti et al., 2006; Anneville et al., 2007; Eckmann et al., 2007; Manca et al., 2007; Salmaso and Mosello, 2010; Stich and Brinker, 2010).

The deep lakes of the Alps could be classified as warm monomictic lakes (e.g. Maggiore and Garda), the shallow lakes could be classified dimictic (e.g. Varese). Some common morphological features can be identified: the lakes are narrow and elongated, with steep sides and generally a flat bottom. The thalwegs of the largest Italian lakes are roughly oriented North-South whereas the others are mainly oriented East–West (Figure 4-1). Except for Pusiano and Varese, which were included in the study for their peculiar trophic levels and their morphology, all lakes are characterized by high depth (both mean and maximum). The principal morphometric and hydrological features of the lakes are listed in Table 4-1. The lakes differentiate for their water circulation patterns, which lead to highly different residence times (0.7–26.8 years). In the table we also identify the lake typology (L-AL3 and L-AL4), which is mainly assigned based on the above sea level (a.s.l.) altitude and on the water mean depth as described by Wolfram et al. (2009): only lakes Pusiano and Varese are classified as L-AL4 lakes because of their shallow waters.

**Table 4-1: The major characteristics of the perialpine lakes object of this study. Lake typology (“Type”) is assigned based on Wolfram et al. (2009).**

<table>
<thead>
<tr>
<th>Lake</th>
<th>Surface (km²)</th>
<th>Volume (km³)</th>
<th>Max-depth (m)</th>
<th>Mean Depth (m)</th>
<th>Altitude (m a.s.l.)</th>
<th>Catchment area (km²)</th>
<th>Residence time (year)</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Como</td>
<td>145</td>
<td>22.5</td>
<td>410</td>
<td>154</td>
<td>198</td>
<td>4508</td>
<td>4.5</td>
<td>L-AL3</td>
</tr>
<tr>
<td>Constance</td>
<td>536</td>
<td>55</td>
<td>254</td>
<td>90</td>
<td>395</td>
<td>11500</td>
<td>4.3</td>
<td>L-AL3</td>
</tr>
<tr>
<td>Garda</td>
<td>370</td>
<td>50.35</td>
<td>346</td>
<td>136</td>
<td>65</td>
<td>2290</td>
<td>26.8</td>
<td>L-AL3</td>
</tr>
<tr>
<td>Geneva</td>
<td>582.4</td>
<td>89</td>
<td>310</td>
<td>154</td>
<td>372</td>
<td>7975</td>
<td>11.4</td>
<td>L-AL3</td>
</tr>
<tr>
<td>Interlaken</td>
<td>48.3</td>
<td>6.5</td>
<td>217</td>
<td>136</td>
<td>558</td>
<td>2500</td>
<td>1.85</td>
<td>L-AL3</td>
</tr>
<tr>
<td>Iseo</td>
<td>65.3</td>
<td>7.6</td>
<td>251</td>
<td>124</td>
<td>185</td>
<td>1777</td>
<td>4.2</td>
<td>L-AL3</td>
</tr>
<tr>
<td>Lucerne</td>
<td>113.6</td>
<td>11.8</td>
<td>214</td>
<td>104</td>
<td>434</td>
<td>2124</td>
<td>3.4</td>
<td>L-AL3</td>
</tr>
<tr>
<td>Maggiore</td>
<td>212</td>
<td>37</td>
<td>370</td>
<td>177</td>
<td>193</td>
<td>6599</td>
<td>4</td>
<td>L-AL3</td>
</tr>
<tr>
<td>Pusiano</td>
<td>5.2</td>
<td>0.07</td>
<td>27</td>
<td>14.5</td>
<td>257</td>
<td>94.3</td>
<td>0.7</td>
<td>L-AL4</td>
</tr>
<tr>
<td>Varese</td>
<td>14.5</td>
<td>0.1</td>
<td>26</td>
<td>11</td>
<td>238</td>
<td>112</td>
<td>1.8</td>
<td>L-AL4</td>
</tr>
<tr>
<td>Zug</td>
<td>38.3</td>
<td>3.2</td>
<td>198</td>
<td>83.2</td>
<td>413</td>
<td>204</td>
<td>14.7</td>
<td>L-AL3</td>
</tr>
<tr>
<td>Zurich</td>
<td>88.66</td>
<td>3.9</td>
<td>143</td>
<td>49</td>
<td>406</td>
<td>1829</td>
<td>1.2</td>
<td>L-AL3</td>
</tr>
</tbody>
</table>
4.3 Materials and methods

The maps of chl-a concentration for the lakes of the study area were produced by Odermatt et al. (2010) from a dataset of over 200 MERIS images for the period 2003–2009. MERIS is a medium resolution imaging spectrometer carried onboard the ESA-Envisat-1 satellite and operating since 2002 within a mission covering open oceans, coastal zone and land surfaces. The instrument has a field of view around nadir of about 68.5° and it covers a swath width of 1150 km. MERIS is designed to acquire 15 spectral bands in the visible and near-infrared wavelengths with a spatial resolution of about 300m at nadir. All images were processed with the procedure available in the ESA Basic Envisat/ERS ATSR and MERIS (BEAM) that accounts for instrument smile, geometric, adjacency and atmospheric effects as described and validated in Odermatt et al. (2010). In particular, the adjacency effects were corrected with the Improved Contrast between Land and Ocean (ICOL) processor (Santer and Schmechtig, 2000; Santer and Zagolski, 2009). For the atmospheric correction and the retrieval of chl-a concentrations the Case-2 Regional (C2R) module (Doerffer and Schiller, 2008a,b), which implements a neural network for the inversion of both radiative transfer and bio-optical models, was used. C2R provided accurate reflectance values and consistent retrieval of chl-a concentrations in the study area (Odermatt et al., 2010). Outputs are given in the form of map products as well as in tabular form, whereas the latter allows the extraction of all relevant parameters and simple statistical variables for several sampling sites. Datasets were excluded i) if acquired at sun glint suspect geometries (i.e. above 10° east in summer or 20° east in winter), ii) if indicated by the C2R error flags, iii) if chl-a was below 0.1 mg/m3 or iv) if contrails or cirrus clouds were visible in a channel 13 quicklook.

For the definition of the sampling sites we first defined a set of Regions Of Interest (ROIs) of the size of 3x3 MERIS pixels over the lakes of the study area. For lakes with a surface area ≥ 0.5 km², the WFD locates the sampling point for monitoring water quality at the centre of the lake. This position is also ideal for optical measurements since it minimizes the adjacency effect, avoids mixed land/water pixels and ensures the least interference from the signal of the bottom of the lake. Therefore, we selected one ROI located at the centre of each lake of the study area. Moreover, for the largest lakes (surface area ≥ 80 km²) and for lakes of irregular shape, the WFD imposes additional sampling points to be defined case by case. For this reason we selected multiple ROIs for the
largest lakes and we located them where the \textit{chl-a} spatial variability might increase due to the presence of local factors (e.g. tributary water).

We extracted the temporal profiles of \textit{chl-a} concentration for each ROI and analysed statistic metrics globally and for each season (spring, summer, autumn and winter) to compare the different trophic levels of the lakes. We chose to divide the year into the four seasons because hydrodynamic features and eutrophication are highly seasonal phenomena.

In order to achieve the third objective of this work (simulation of the application of the WFD with information supplied by remotely sensed data), we classified the lakes based on \textit{chl-a} concentrations estimated for the seasonal periods given in Table 4-2. These periods are those suggested in the Italian official protocol for sampling lake phytoplankton, according to WFD (Buraschi et al., 2008). Within each season, we selected one date (Option A) mainly based on the quality and coverage of the satellite images. The ecological status classes were assigned based on reference values given by Wolfram et al. (2009). Since one major advantage of remote sensing is the availability of frequent observations at a low additional cost of acquisition, we applied the same classification by selecting a different date within the same periods of the year. Finally, we perform the same exercise by averaging all dates available from satellite images to simulate a condition of a full integration of remotely sensed data into a monitoring system of lake water quality as proposed by the WFD.

\textit{Table 4-2: The dates selected for each monitoring period defined by the Italian national protocol for sampling lake phytoplankton. If the MERIS acquisition were not available on the exact date shown here we chose the closest in time, which generally falls in an interval of ±3 days. These sampling periods correspond to Option A in Table 4-3.}

<table>
<thead>
<tr>
<th>Season</th>
<th>Reference range</th>
<th>2003</th>
<th>2004</th>
<th>2005</th>
<th>2006</th>
<th>2007</th>
<th>2008</th>
<th>2009</th>
</tr>
</thead>
<tbody>
<tr>
<td>Winter</td>
<td>1 January - 20 March</td>
<td>10/03</td>
<td>10/02</td>
<td>01/03</td>
<td>11/02</td>
<td>03/02</td>
<td>13/02</td>
<td>13/02</td>
</tr>
<tr>
<td>Spring</td>
<td>1 April - 15 May</td>
<td>23/04</td>
<td>20/04</td>
<td>02/04</td>
<td>13/04</td>
<td>16/04</td>
<td>02/05</td>
<td>14/04</td>
</tr>
<tr>
<td>Summer</td>
<td>1 July - 31 August</td>
<td>03/08</td>
<td>15/07</td>
<td>28/07</td>
<td>10/07</td>
<td>18/07</td>
<td>05/07</td>
<td>16/07</td>
</tr>
<tr>
<td>Autumn</td>
<td>1 October - 31 November</td>
<td>28/10</td>
<td>24/10</td>
<td>29/10</td>
<td>10/10</td>
<td>15/10</td>
<td>09/10</td>
<td>25/10</td>
</tr>
<tr>
<td>Spring-summer</td>
<td>15 May - 15 June</td>
<td>31/05</td>
<td>25/05</td>
<td>29/05</td>
<td>08/06</td>
<td>19/05</td>
<td>10/06</td>
<td>19/05</td>
</tr>
<tr>
<td>transition</td>
<td>1 September - 1 October</td>
<td>14/09</td>
<td>07/09</td>
<td>21/09</td>
<td>12/09</td>
<td>10/09</td>
<td>16/09</td>
<td>08/09</td>
</tr>
</tbody>
</table>
4.4 Results and discussion

Figure 4-2 shows some example maps of chl-a concentration over the largest lakes of the study area (i.e. Constance, Garda, Maggiore, Como and Geneva). The temporal trends observed in correspondence with the ROIs are presented in Figure 4-3.

Figure 4-2: Some example maps of chl-a concentration over the largest lakes of the study area on key dates of the period 2003-2009.

Figure 4-2 shows an algal bloom occurring in March and September 2006 in the central area of lake Constance where water is deepest. The map also shows the location of both the inflow (south east end) and outflow (west end) of the Rhein river as red spots of high concentration of chl-a (N10 mg/m³). In fact, the difference of the profiles extracted for the ROIs is statistically different (**pb0.01). Indeed, the description of the spatial patterns of water quality parameters is one of the major contributions of remote sensing techniques for environmental monitoring. The oligotrophication of Lake Constance has begun at the beginning of this century as a consequence of the treatments of wastewater. This progressive process leads to low concentrations of chl-a and little fluctuations as shown by our results for the last seven years (Figure 4-3). Moreover, our results highlight that in the very recent years and with the exception of the bloom observed in 2006, chl-a has stabilized below 5 mg/m³ confirming findings by Stich and Brinker (2010).

Chl-a concentration in Lake Como have decreased between 2003 and 2006 (Figure 4-3) and have maintained stable after 2006: seasonal maxima have in fact decreased from above 10 mg/m³ to below 5 mg/ m³ with a reduction of seasonal fluctuations. Moreover, the two sampled ROIs appear to have diffé-
Figure 4-3: Trends of chl-a concentrations for the ROIs extracted for the lakes of the study area. The gaps within the time series are due to persistent cloud cover over the lakes or lack of data. The discontinuity affects in particular some of the lakes in 2008-2009.
rent values after 2006 although the difference is not statistically significant (p=0.66). This deep lake is geographically divided into three sub-basins (northern, western and eastern), which can be identified in Figure 4-2; of these sub-basins, the deepest south-western Como branch is characterised by the lack of an outflow river and therefore by a longer water exchange time. By looking at the entire dataset, it appears rather difficult to identify regular, persistent and interpretable spatial patterns of chl-a concentration in Lake Como. The cause might be related to the atmospheric interference and quickly changing winds which modify the constituent patterns very frequently. The narrow y-shaped lake Como determines a behaviour similar to the typical behaviour of smaller lakes which are characterised by wide variability and unpredictability (Salmaso, 2010).

On the contrary, the size of Lake Garda leads to a minor susceptibility to the influence of hydrological and meteorological events hence more regular distribution of physical and chemical cycles (Salmaso, 2005). The map in Figure 4-2 (16 July 2009) clearly shows the effect of inflow waters from the Sarca tributary at the northern edge of the lake with high concentration of chl-a (red colour key, chla~10 mg/m³) while the effect of water mixing is clearly visible on 10 February 2005 (Figure 4-2). The temporal trends collected over the three ROIs (Figure 4-3) show a seasonal cycle with maxima generally occurring in spring. The difference between the northern ROI and each of the other two sampling points of the lake is statistically significant (***pb0.001): in fact, the northern region is characterised by lower concentrations with values below 5 mg/m³ whereas the other two regions have seasonal maxima above 10 mg/m³. This difference might be determined by several anthropic and geographical factors among which: the southern lake is the most densely populated and touristic area, the sewage collection is channelled towards the southern lake and winds favour the mixing of the shallower waters of the southern sub-basin.

Lake Maggiore shows a very high spatial variability of chl-a concentration from the lowest on one side to the highest values of the scale on the other side of the lake (i.e. west to east direction). This spatial variability is more comparable to the variability observed for Lake Como rather than Lake Garda as it would be expected for the similar dimensions. These changes might be the consequence of some residual adjacency effects (Odermatt et al., 2010) or they might be due to the effect of local meteorological conditions such as winds. Even the hydrodynamics of these basins could play a role, taking into account the strong differences in the residence times of the three lakes (Table 4-1).
In Lake Geneva, the largest of the study area, the spring algal bloom occurred in 2007 when in less than a week the concentration of chlorophyll a increased on average from 5 mg/m$^3$ up to 10 mg/m$^3$ and returned down to the initial values. The temporal trend (Figure 4-4) highlight that maxima of chl-a concentrations (>5 mg/m$^3$) mainly occurred in either spring or autumn in the period 2003 to 2005, the spring peak in 2003 was also observed by Personnic et al. (2009); note that the lack of data in 2008 and 2009 might bias this results.

![Figure 4-4](image-url)

*Figure 4-4: Chl-a concentrations derived from MERIS images (acquisition dates are given in Table 2) to support the application of the WFD. Values are the estimate of the central ROI for each lake. The straight line shows the limit between the classes high and good water quality as defined after the intercalibration exercise carried out inside the Alpine Geographic Intercalibration Group (Wolfram et al., 2009).*

For the smaller lakes, we focused our analysis on the temporal trends (Figure 4-3). Lakes Zurich, Zug and Lucerne are geographically very close to each
other covering an area about 100 km wide. However, Lake Lucerne is the most
oligotrophic while lakes Zurich and Zug are mesotrophic to eutrophic. Our esti-
mates confirm the greatest concentrations of chl-a in lake Zurich with sea-
sonal maxima close to or above 15 mg/m³ and the lowest values, always below
5 mg/m³, in lake Lucerne; in Lake Zug chl-a concentrations are generally be-
low 5 mg/m³ but occasionally seasonal peaks can reach values of 10 mg/m³.
Note that these peaks appear to be concentrated in the first three years of our
analysis suggesting that this lake is still recovering from the severe eutrophica-
tion in the 1970s and 80s.

The Interlaken area comprises lakes Thun and Brienz, which are located at
around 560 m a.s.l. (i.e. the highest lakes of the study area); many feeder rivers
are of direct alpine origin (Kander, Lombach and Lütschine) and the ecological
status is accordingly oligotrophic. Concentration of chl-a is very low (b3.5
mg/m³), with the lowest values estimated for Lake Brienz, and variations are
minimal.

Finally, the smallest Italian lakes Iseo, Pusiano and Varese, all of them in eut-
rophic status, have the greatest chl-a concentrations and the highest level of
fluctuation. In particular, in Lake Pusiano an algal bloom event occurs almost
every year during 2003–2009 with chl-a concentrations above 15 mg/m³. These
extreme conditions are mainly concentrated during either spring or autumn.
The peaks of high chlorophyll a concentration of Lake Iseo are limited to spo-
radic events in winter compared to Pusiano and Varese.

We also computed the coefficient of variation (CV=σ/μ) for each estimate
within the 3°—3 ROIs to evaluate the spatial variability of chla estimates. In
the small lakes with high chl-a concentrations CV is greater than 15% for al-
most half of the dates, meaning that water quality parameters can vary also
over small scales. As pictured in Figure 4-2, the synoptic view of the sensors
allows the description of the spatial variability of water quality parameters; this
is indeed a major advantage offered by remote sensing techniques for the inte-
gration with field data collection, which, on the contrary, relies on the defini-
tion of representative sampling schemes.

The temporal trends do not show a tendency to either an increase or decrease
of chl-a concentration. The regression lines have a slope not significantly dif-
ferent than zero and therefore the tendency is to maintain stable conditions. We
computed the Hurst (H) exponent as an indicator of the expected tendency to
confirm/reject the hypothesis of a stable behaviour. The results highlight that
only in lakes Pusiano, Varese and Zug have high values close to 0.5 thus suggesting an unpredictable behaviour.

The WFD foresees that the classification of the ecological status of a lake should be based on the annual average chl-a concentration derived from six seasonal samplings. We simulated the application of the WFD by using estimates of chl-a concentration derived from satellite images in correspondence with the central ROI of each lake and acquired on the dates shown in Table 4-2. Results are shown in Figure 4-4 and compared to the limit set by the WFD between the classes “high” and “moderate” water quality (straight grey line in the graphs).

These results show that the chlorophyll concentration is often below the threshold established as boundary between high and good quality classes (as reported in Wolfram et al., 2009), even in lakes usually classified as meso- or eutrophic. In particular, lakes Lucerne and Thun are characterised by stable oligotrophic conditions (Friedrich et al., 1999; Finger et al., 2007). Among the most eutrophic lakes, only Lake Zurich is, in some year, classified as good and only in one situation (i.e. 2008) as moderate. However, Lake Zurich is mesotrophic as a consequence of the anthropogenic pressure along the shores and has had some significant events of cyanobacteria blooms (Peter et al., 2009). Lake Varese, in spite of his long history of water quality deterioration due to cultural eutrophication (Premazzi et al., 2003), is classified as good in most cases.

On the other side, the classification of lakes Garda and Iseo as moderate in 2005, derived from MERIS images, properly mirrors the exceptional worsening of water quality in 2005 caused by cyanobacteria blooms in the first (Salmaso, 2010) and by high nutrient loads, phosphorus in particular, in the second (Salmaso et al., 2007).

Since the WFD identifies only the large periods of the year when monitoring activity should be carried out, any value made available by satellite acquisitions within these periods is eligible for the classification. We therefore selected alternative dates to those given in Table 4-2 (hereafter named Option B). The results clearly show that this choice can be influential on the final classification especially in key seasons of the year when chl-a concentrations can significantly vary from day to day such as spring. Table 4-3 shows the example case of Lake Como where the ecological status assigned to the lake can change even from high to moderate/poor and vice versa.
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Table 4-3: Chl-a concentration for the lake Como for the two Options (i.e. A and B in the table) of date selection made possible by the availability of frequent MERIS acquisitions during the periods outline by the WFD for monitoring lake water quality.

<table>
<thead>
<tr>
<th>Season</th>
<th>2003</th>
<th>2004</th>
<th>2005</th>
<th>2006</th>
<th>2007</th>
<th>2008</th>
<th>2009</th>
</tr>
</thead>
<tbody>
<tr>
<td>Winter</td>
<td>5.13</td>
<td>5.38</td>
<td>4.22</td>
<td>4.22</td>
<td>0.72</td>
<td>4.90</td>
<td>3.31</td>
</tr>
<tr>
<td>Spring</td>
<td>3.81</td>
<td>3.81</td>
<td>1.90</td>
<td>11.4</td>
<td>10.3</td>
<td>5.58</td>
<td>0.96</td>
</tr>
<tr>
<td>Summer</td>
<td>0.45</td>
<td>0.20</td>
<td>0.38</td>
<td>1.27</td>
<td>0.59</td>
<td>0.32</td>
<td>0.41</td>
</tr>
<tr>
<td>Autumn</td>
<td>0.50</td>
<td>0.13</td>
<td>0.57</td>
<td>0.82</td>
<td>0.22</td>
<td>0.93</td>
<td>0.50</td>
</tr>
<tr>
<td>Spring-summer</td>
<td>2.43</td>
<td>4.71</td>
<td>1.08</td>
<td>1.08</td>
<td>0.73</td>
<td>0.80</td>
<td>2.50</td>
</tr>
<tr>
<td>transition</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Summer-autumn</td>
<td>3.22</td>
<td>6.47</td>
<td>0.17</td>
<td>3.93</td>
<td>4.81</td>
<td>6.83</td>
<td>2.33</td>
</tr>
<tr>
<td>transition</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>2.59</td>
<td>3.45</td>
<td>1.38</td>
<td>3.80</td>
<td>2.90</td>
<td>3.23</td>
<td>1.67</td>
</tr>
</tbody>
</table>

The high variability of chl-a concentration in spring is confirmed by the standard deviation of the estimates derived from satellite data available for each period shown in Figure 4-5. In the same figure the standard deviation computed for the summer season is given for comparison. Spring is characterised by the highest variability and summer by the lowest due to stratification processes that reduce water flow between the strata. These dynamics are particularly effective in water resilience of the largest and deepest lakes (e.g. Garda). The most eutrophic lakes, such as Pusiano and Varese, are characterised by high variability of chl-a concentrations in both seasons. This would indicate that in the two lakes, summer chlorophyll concentration is less conservative than in the other lakes. The reason of this higher variability can be found in the differences in nutrient cycling across the trophic gradient. In eutrophic lakes, where the P supply at spring overturn is high, spring phytoplankton growth can produce high chl-a concentrations. The model suggested by Kufel (2001) can, probably, be applied also in our case: at the end of the growth phase, there is a strong nutrient flux towards the bottom of the lake, due to the sedimentation of decaying algal populations. This would remove a large amount of the nutrients from the upper water layers, thus limiting the phytoplankton growth. Under P limitation, a decline of chl-a is commonly observed in early summer in eutrophic lakes, until a new P input (i.e. from the metalimnion when the thermocline is deepening) refuels the algal population. On the other side, in the oligo- and mesotrophic lakes the spring growth is lower, therefore the downward P flux is less important and an higher amount of nutrients remain in the upper water layers and can be continuously recycled and exchanged between epilimnion and metalimnion: this would maintain a rather constant P availability,
avoiding strong chl-a fluctuations during summer. The weaker temperature gradient in oligo- and mesotrophic lakes could enhance the probability of nutrient exchange between epilimnion and metalimnion.

The finding of higher variability in the most eutrophic systems seems to confirm the hypotheses made by Cottingham et al. (2000), who, by analysing paleoecological data, showed that nutrient enrichment results in much more marked fluctuations in chl-a concentration.

Figure 4-6 shows the average, maximum and minimum values of chl-a concentrations estimated using all maps available for the six periods of the year outlined by the Italian sampling protocol. In Figure 4-6 we compare these values to chl-a concentration assessed for the single date of Option A (Table 4-3). These results highlight that the high temporal dynamic of phytoplankton which should be captured by the monitoring system. In those lakes which have a significant variability one sampling date during the season might not describe accurately the trophic conditions of the lake. One sampling might in fact capture either negative or positive outliers; the former describe the individual extreme event while the latter provide reference good quality parameters. However, in
both cases, the classification would be driven towards the erroneous quality class.

![Graphs showing chlorophyll-a concentration for various lakes](image)

*Figure 4-6: Average (squares), minimum (triangle) and maximum (rhombus) chl-a concentration in coincidence of the central ROIs derived from all product images available for the six key periods of the year. The estimates derived for the option A dates are shown for comparison with the cross markers. The straight line shows the limit between the classes high and good water quality as defined after the intercalibration exercise carried out inside the Alpine Geographic Intercalibration Group (Wolfram et al., 2009).*

Besides the small lakes (Pusiano and Varese) and the case of lake Como already shown in Table 4-3, an example is lake Zurich where in 2006 the quality class varies depending on the use of either one date (Option A) or the average values.
4.5 Conclusions

Environmental monitoring of surface waters can take advantage of remote sensing techniques which provide a synoptic view over large areas and frequent acquisitions. In situ data can provide a snapshot of local water conditions, which are however necessary for calibration and validation of satellite based models. Maps of chl-a concentration were obtained from processing more than 200 MERIS images over 12 perialpine lakes encompassing four countries for the seven year period 2003–2009. Results show the largest lakes (Constance, Garda, Como, Maggiore and Geneva) to be meso- to oligotrophic with occasional events of high chl-a concentration. These lakes show a clear seasonal trend of the concentrations with the highest values estimated in winter and during seasonal transitions from winter to spring and from autumn to winter; the lowest concentrations occur in summer. Lucerne and Thun and Brienz, which form the Interlaken area, are the lakes with the best ecological conditions: the lowest chl-a concentration (bb5 mg/m$^3$) and the least fluctuations. On the other hand, the smaller Italian lakes, Iseo, Pusiano and Varese are characterised by high level of chl-a concentrations with peaks often above 10 mg/ m$^3$ and significant fluctuations in time. Despite the short time period of analysis, we observed that lakes are in stable conditions with the exception of Como, for which chl-a concentrations appear to have being decreasing.

We showed how remote sensing could be exploited for the implementation of the EU-WFD for classifying lake waters into quality classes. The small lakes are more frequently above the limit set for the high/good water quality class. On the contrary, larger lakes are in general high conditions with the exception of extreme events of algal blooms which temporarily worsen lake water quality during winter/spring. The use of remote sensing techniques for investigating phytoplankton abundance may overcome the problem of misclassification due to the chl-a seasonal variability and to the possibility of missing significant events when using the standard monitoring protocols with a low sampling frequency. On the other side, the vertical distribution of phytoplankton that in deep lakes is usually characterised by a metalimnetic chlorophyll maximum, often located around 10–15 m depth, could have an impact on the remotely sensed signal (Stramska and Stramski, 2005) so that during the stratification period the satellite-inferred estimates of chl-a might be lower than in situ measurements.
In order to assess water quality according to WFD criteria, the Members States monitoring programs suggest performing between four and six seasonal samplings during the year to average chl-a concentrations to identify a global quality class. We show that the assignment to a quality class can significantly depend on the date chosen for chl-a measurement/estimation since phytoplankton dynamics can vary from day to day. Since field campaigns significantly impact on the budget available for the implementation of the monitoring activities, remote sensing can be exploited to better describe these dynamics with multiple acquisitions with a lower marginal cost. If remotely sensed data are to be implemented in a monitoring system such as the one proposed by the WFD, research should focus on i) routine and extensive validation of the remotely sensed products through field data, ii) development of standard policies for satellite data acquisitions and criteria for interpreting products.
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Abstract

We provide a comprehensive overview of water constituent retrieval algorithms and underlying definitions and models for optically deep and complex (i.e. case 2) waters using earth observation data. Predominant progress of retrieval potential is assessed in the period from 2006 to May 2011. Band arithmetic and spectral inversion algorithms for waters of different eutrophic states are classified using a method based scheme that supports the interpretation of algorithm validity ranges. Based on these ranges we discuss groups of similar algorithms in view of their strengths and weaknesses. Particular emphasis is put on the retrieval of optical quantities within the algorithms. We conclude that substantial progress has been made in understanding and improving retrieval of constituents in optically deep and complex waters. Validation practices range from singular vicarious calibration experiments to comparisons using extensive in situ time series. The assessed methods indicate a parallel establishment of problem and water type specific algorithms rather than convergence towards universal, physically based solutions. Future intercomparison
efforts and benchmark exercises will further improve the comparability between and combination of algorithms in view of advanced retrieval capacities and uncertainties.

5.1 Introduction

Optically deep and complex waters are referred to as case 2 waters, as opposed to phytoplankton dominated case 1 waters of the open ocean (Morel and Prieur, 1977). The variety within case 2 waters is large, because the concentrations of chlorophyll (CHL), total suspended matter (TSM) and coloured dissolved organic matter concentrations (CDOM) are influenced by terrigenous discharge. Satellite sensors such as SeaWiFS, MODIS, and MERIS are currently being used to deliver ocean color data, attaining the requirements necessary for ocean biogeochemistry and climate research (Dierssen, 2010; McClain, 2009). Alas, universally applicable algorithms for the retrieval of water constituents from case 2 waters are not known (IOCCG, 2006, 2009). Specific algorithms are thus optimized and validated for commonly understood but ill-defined water types, e.g. turbid (Gitelson et al., 2007) or clear water (Belzile et al., 2004). Other authors address trophic classes (Cheng Feng et al., 2009; Dekker and Peters, 1993; Iluz et al., 2003), for which several diverging definitions exist (Bukata et al., 1995; Carlson and Simpson, 1996; Chapra and Dobson, 1981; Nürnberg, 1996; Wetzel, 1983). Trophic thresholds vary however with ecosystem specific limitations to primary productivity, while the validity of remote sensing algorithms is determined only by the variability in optical properties.

Carder et al. (1999) and Morel and Gordon (1980) distinguish empirical and analytical methods for water constituent retrieval, and in-betweens with the epithet “semi-“. Empirical algorithms are derived by statistical regression (Kabbara et al., 2008; Mahasandana et al., 2009) or endmember selection (Tyler et al., 2006), which implies effective data optimization but limited transferability (Austin and Petzold, 1981). Analytical algorithms apply quantitative physical relationships. This usually requires approximations or calibration with empirical coefficients (Carder et al., 1999), while statistical regression often leads to solutions that coincide with properties known from physical models (e.g. normalizing band ratios (Gitelson, 1992)), explaining the epithet “semi-” from either side. Either type of algorithm is usually applied as a band arithme-
tic solution for one constituent at a time, although empirical solutions can also be found by other approaches (Gonzalez Vilas et al., 2011; Tyler et al., 2006).

In contrast, spectral inversion procedures match spectral measurements with bio-optical forward models by means of inversion techniques. The spectral inherent optical properties (IOPs, (Preisendorfer, 1961)) of all three constituents are thereby retrieved at once from one spectral apparent property (AOP). Several inversion techniques are applied for this procedure, whereby the investigated AOP is matched with simulated AOPs from bio-optical forward models, i.e. either analytical relationships (Albert and Mobley, 2003; Gordon et al., 1975; Lee et al., 2002; Maritorena et al., 2002; Park and Ruddick, 2005) or numerical radiative transfer models (Bulgarelli et al., 1999; Jin and Stamnes, 1994; Mobley, 1989; Zhai et al., 2010).

We discuss in this paper recent studies reporting water constituent retrieval in case 2 waters from satellite imagery using band ratio or spectral inversion algorithms as well as matchup validation campaigns, using an approach by comprehensively reviewing the literature from 2006 to May 2011. Hence accuracy assessments for band ratio or spectral inversion algorithms based only on in situ measurements, e.g. Kostadinov et al. (2007), Moore et al. (2009) or Shanmugam (2010) or simulated datasets, e.g. Qin et al. (2007), will not be discussed.

We group the paper in 7 sections, where the relevance of IOPs and AOPs in models and algorithms are discussed first, followed by a description of band arithmetic and spectral inversion algorithms. Recent validation experiments for either approach are then summarized and quantitatively analyzed for their range of applicability.

5.2 Relevance of IOPs in models and algorithms

Regarding IOPs, the volume scattering function $\beta(\psi)$ is the elementary property for the integration of the scattering and backscattering coefficients $b$ and $b_b$, respectively, over scattering angle $\psi$. Measurements of $\beta(\psi)$ (Chami et al., 2006; Freda et al., 2007; Freda and Piskozub, 2007; Lee and Lewis, 2003; Petzold, 1972; Sokolov et al., 2010; Sullivan and Twardowski, 2009) are normalized to the scattering phase function $\tilde{\beta}(\psi)$. Several models of $\tilde{\beta}(\psi)$ have been proposed to approximate these measurements (Fournier and Forand, 1994; Fournier and Jonasz, 1999; Haltrin, 2002; Mobley et al., 1993). Their ef-
fect on calculated reflectance quantities is up to 20% (Chami et al., 2006; Gordon, 1993; Mobley et al., 2002; Morel et al., 2002; Morel and Gentili, 1996). The ratio of molecular to total scattering, $\eta$, is a major proxy for the shape of $\beta(\psi)$, since molecular $\tilde{\beta}_{M}$ is less anisotropic than particulate $\tilde{\beta}_{TSM}$ (Morel, 1974; Smith and Baker, 1981).

The absorption coefficient $a$ in contrast is omnidirectional, but influences the intensity and anisotropy of reflectance through the single scattering albedo $\omega_{0}$ (Gordon and Brown, 1973; Gordon et al., 1975; Morel and Prieur, 1977) and the number of subsequent scattering events of a photon before reaching the interface, $N$ (Loisel and Morel, 2001; Morel et al., 2002), respectively. An alternative term for the former is the single backscattering albedo $\omega_{b}$. The latter indicates the blurring of $\beta(\psi)$ in turbid water (Pfeiffer and Chapman, 2008; Piskozub and McKee, 2011; Sydor, 2007).

The ability to account for variations in these IOPs is limited for band arithmetic algorithms, while increasingly addressed by spectral inversion algorithms for radiative transfer simulations (Doerffer and Schiller, 2007; Schroeder et al., 2007b; Van Der Woerd and Pasterkamp, 2008) or specific semi-analytical models (Albert and Mobley, 2003; Park and Ruddick, 2005).

5.3 Relevance of AOPs in models and algorithms

The first widely used AOP is the bihemispherical irradiance reflectance $R'$, which is related to $\omega_{b}$ in the earliest semi-analytical models for case 2 water by means of the linear coefficient $f$ (Gordon et al., 1975; Morel and Prieur, 1977), which again varies with illumination zenith angle $\theta_{s}^{+}$ (Gordon, 1989; Kirk, 1991; Sathyendranath and Platt, 1997).

Subsequent experiments for case 1 (Morel and Gentili, 1991, 1993) and case 2 (Loisel and Morel, 2001) waters focus on anisotropy of the underwater light field, described by $\eta$, $N$ and the anisotropy factor $Q$ that relates diffuse upwelling irradiance $E_{u}^{-}$ to directional upwelling radiance $L_{u}^{-}$. It is found that the directional variations in $f$ and $Q$ partly compensate each other, leaving the subsurface remote sensing reflectance $R_{rs}^{-}$ less sensitive to anisotropy effects than $R'$ (Morel and Gentili, 1993). Accordingly, semi-analytical models that relate $\omega_{b}$ directly to $R_{rs}^{-}$ by means of quadratic coefficients became more popular (Gordon et al., 1988; Lee et al., 1998).
Correction for air-water interface and normalization of the resulting $R_{rs}^+$ to zenith illumination and viewing geometry will then result in the normalized water-leaving reflectance $[R_w]_N$ (Gordon et al., 1988; Gordon and Clark, 1981). The calculation of $[R_w]_N$ from at-sensor radiances as well as estimation of the coefficients in semi-analytical models require knowledge of atmospheric and aquatic parameters, which have to be retrieved through iterative procedures (Gordon and Franz, 2008; Morel and Gentili, 1996). Since such procedures are more computationally expensive for case 2 than for case 1 waters (Kuchinke et al., 2009a), approximations find wide use in both cases, compromising the potential improvement due to such normalizations.

### 5.4 Band arithmetic algorithms

$CHL$ retrieval band arithmetic algorithms make use of the pigment’s primary and secondary absorption maxima at 442 nm and 665 nm, respectively (Bricaud et al., 1995), a reflectance peak around 700 nm due to the minimum sum of absorption of phytoplankton and water (Gitelson, 1992; Vasilkov and Kopelevich, 1982; Vos et al., 1986) and its fluorescence emission band at 681 nm (Gower et al., 1999).

The primary feature is superimposed by $CDOM$ absorption (Bricaud et al., 1981), and therefore widely used in case 1 waters, where $CDOM$ and $CHL$ correlate by definition (Morel and Prieur, 1977). Sensor specific standard algorithms for primary $CHL$ absorption bands exist for all medium resolution ocean colour spectrometers (Aiken et al., 1995; Clark, 1997; Morel and Antoine, 2007; Murakami et al., 2006; O'Reilly et al., 1998). They are referred to as OC2, OC3 and OC4 depending on the number of bands used.

Using the secondary feature is promoted by weak variations in the spectral properties of all other parameters apart from the increasing absorption by water (Dall'Olmo et al., 2003; Gitelson, 1992; Schalles et al., 1998). Its major limitation is the absence of the feature in oligotrophic and some mesotrophic lakes (Guanter et al., 2010).

Fluorescence line height (FLH) and maximum chlorophyll index (MCI) algorithms are linear baseline algorithms for $<30$ mg/m$^3$ and $>100$ mg/m$^3$ $CHL$ ranges (Gower et al., 2005). They can be applied either with or without atmospheric correction (Binding et al., 2011; Matthews et al., 2010).
TSM and corresponding particle scattering is best quantified outside the CHL or CDOM features (Binding et al., 2010). Regression with a single band is possible if an accurate, possibly NIR \( L_w \) coupled atmospheric correction is applied (Stumpf et al., 2003). Multi band algorithms are however also used on uncorrected at-sensor radiances (Koponen et al., 2007). The choice of spectral bands is in theory a matter of concentrations ranges, whereas appropriate wavelengths increase with turbidity (Wang and Lu, 2010). The increase in absorption of pure water towards the NIR will namely require increasing TSM to ensure a sufficient reflectance signal (Ruddick et al., 2006), while less absorbing portions of the spectrum are more suitable for low concentrations. Empirical regression of in situ TSM with all eligible bands of a spectroradiometric measurement is a simple way to test this hypothesis (Nechad et al., 2010), and provides the flexibility to derive suitable algorithms even for Landsat TM instruments (Wang et al., 2009; Zhou et al., 2006).

CDOM retrieval methods are restricted to short visible wavelengths, where absorption of CDOM and CHL coincide (Babin et al., 2003; Ferreira et al., 2009) and inaccuracies due to NIR derived atmospheric correction are largest (Hu et al., 2000). Accordingly, most band arithmetic approaches relate CDOM to a ratio of sensitive bands at \(<600 \text{ nm}\) and normalization bands at \(>600 \text{ nm}\) (Kallio et al., 2001). The choice of suitable sensors is smaller than for the estimation of CHL and TSM, due to insufficient radiometric accuracy of Hyperion (Giardino et al., 2007) and Landsat Thematic Mapper (Kutser et al., 2005b) in the short wave domain of the spectrum.

5.5 Spectral inversion algorithms

The constitution of spectral inversion algorithms is more heterogeneous than band arithmetic algorithms, with differences in water, interface, atmospheric models and inversion techniques. Table 5-1 contains a list of recent studies reporting validation results for spectral inversion algorithms in case 2 waters. NN inversion techniques are dominant, probably due to their improved availability as MERIS level 2 products (Doerffer and Schiller, 2007) and by BEAM plug-ins (Doerffer and Schiller, 2008a; Schroeder et al., 2007b). Other inversion techniques are matrix inversion (Brando and Dekker, 2003), downhill simplex (Heege and Fischer, 2004), least-squares (Santini et al., 2010), spectral optimization (Kuchinke et al., 2009a) and Levenberg-Marquardt optimization (Van Der Woerd and Pasterkamp, 2008). Only one application of the SeaDAS
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semi-analytical algorithms (Carder et al., 1999; Lee et al., 2002; Maritorena et al., 2002) is listed in Table 5-1. This is however to a large extent due to their focus on retrieving IOPs rather than constituent concentrations.

Most algorithms are used together with specific atmospheric correction modules. The use of standard level 2 reflectance products is only foreseen for two algorithms (Schuchman et al., 2005; Van Der Woerd and Pasterkamp, 2008). The inversion modules match atmospherically corrected \( R_{rs}^\pm \) or \( R^- \) with Hydrolight simulated data (Brando and Dekker, 2003; Doerffer and Schiller, 2007, 2008a; Santini et al., 2010; Van Der Woerd and Pasterkamp, 2008), other numerical (Jerome et al., 1996; Pozdnyakov et al., 2005) or semi-analytical (Heege and Fischer, 2004; Kuchinke et al., 2009a) simulations. Findings from the validation experiments in Table 5-1 are discussed later.

Table 5-1: List of matchup validation experiments with spectral inversion processed spaceborne data. Concentration thresholds in bold letters indicate successful quantitative validation, italic letters indicate successful quantitative falsification, and regular letters indicate missing validation. Expected minimum \( R^2 \) for validation is 0.4 (CHL, CDOM, tripton) and 0.6 (TSM). Asterisks (*) indicate retrieval of tripton instead of TSM; circles (°) indicate retrieval of inorganic suspended matter instead of TSM; plus signs (+) indicate “dissolved organics” [mgC/l] instead of CDOM; carets (\(^\wedge\)) indicate “colored detrital matter” [m\(^{-1}\)] instead of CDOM. Concentrations in absorption units are given at 400 nm and, if originally given in another wavelength, converted according to Smith and Baker (1981) with explicitly given spectral exponents (Matthews et al., 2010; Santini et al., 2010) or an approximate 0.017 spectral exponent where not specified (Binding et al., 2011; Giardino et al., 2010; Schroeder et al., 2007b; Van Der Woerd and Pasterkamp, 2008). Algorithm references: \(^1\)Doerffer and Schiller (2007), Moore et al. (1999); \(^2\)Doerffer and Schiller (2008a, b); \(^3\)Schroeder et al. (2007a, 2007b); \(^4\)Pozdnyakov et al. (2005); \(^5\)Brando and Dekker (2003); \(^6\)Heege and Fischer (2004). Strict and relaxed matchups chosen from Cui et al. (2010), Kuchinke et al. (2009b) is omitted due to a lack of absolute in situ concentration values.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Algorithm</th>
<th>CHL [mg/m(^3)]</th>
<th>TSM [g/m(^3)]</th>
<th>CDOM [m(^{-1})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binding et al. (2011)</td>
<td>NN algal (^2)</td>
<td>70.5</td>
<td>19.6</td>
<td>0.8</td>
</tr>
<tr>
<td>Cui et al. (2010)</td>
<td>NN algal (^2)</td>
<td>16.1</td>
<td>67.8</td>
<td>1.5</td>
</tr>
<tr>
<td>Minghelli-Roman et al. (2011)</td>
<td>NN algal (^2)</td>
<td>9.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Binding et al. (2011)</td>
<td>NN C2R (^3)</td>
<td>70.5</td>
<td>19.6</td>
<td>0.8</td>
</tr>
<tr>
<td>Giardino et al. (2010)</td>
<td>NN C2R (^3)</td>
<td>74.5</td>
<td>60.7</td>
<td>30.0</td>
</tr>
<tr>
<td>Matthews et al. (2010)</td>
<td>NN C2R (^3)</td>
<td>247.4</td>
<td>69.2</td>
<td>-</td>
</tr>
<tr>
<td>Odermatt et al. (2010)</td>
<td>NN C2R (^3)</td>
<td>9.0</td>
<td>0.0</td>
<td>-</td>
</tr>
<tr>
<td>Schroeder et al. (2007b)</td>
<td>NN FUB (^3)</td>
<td>12.6</td>
<td>14.3</td>
<td>2.7</td>
</tr>
<tr>
<td>Shuchman et al. (2006)</td>
<td>Coupled NN (^4)</td>
<td>2.5</td>
<td>2.7°</td>
<td>1.3°</td>
</tr>
<tr>
<td>Giardino et al. (2007)</td>
<td>c-Wombat-c (^3)</td>
<td>2.2</td>
<td>1.3</td>
<td>2.1°</td>
</tr>
<tr>
<td>Odermatt et al. (2008)</td>
<td>MIP (^5)</td>
<td>4.0</td>
<td>0.6</td>
<td>-</td>
</tr>
<tr>
<td>Santini et al. (2010)</td>
<td>2 step inversion</td>
<td>5.0</td>
<td>13.0°</td>
<td>3.0°</td>
</tr>
<tr>
<td>Van der Woerd and Pasterkamp (2008)</td>
<td>Hydropt</td>
<td>20.0</td>
<td>30.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>
5.6 Validation experiments

Recent ISI journals (2006-2011) comprise about 50 published papers reporting water constituent retrieval from satellite imagery for optically deep and complex waters, among which about three quarter apply band arithmetic algorithms. Applied selection criteria are the availability of coinciding validation data, concentration ranges and statistical quality measures, namely $R^2$.

5.6.1 Chlorophyll-a retrieval

All recent band arithmetic $CHL$ retrieval applications are depicted in Figure 5-1, with corresponding sensors and concentration ranges. The three previously described major groups are distinguished; green/blue ratios defined for OC algorithms, red-NIR band ratios and further empirical algorithms.

The OC2-OC4 algorithms are successfully applied to retrieve 0-10 mg/m$^3$ $CHL$ in optically complex water, although theoretically configured for Open Ocean. From top to bottom in Figure 5-1, study areas are Lake Erie (OC2 and OC4), the Mississippi Delta (OC2), Lake Tanganyika (OC3) and the Northern Adriatic Sea (OC3 and OC4), and a lagoon in New Caledonia (OC4). Several of these examples indicate that the observed water optical properties resemble those in case 1 water to some extent. Mélin et al. (2007) mention that two thirds of their observations refer to case 1 water, and Horion et al. (2010) assume explicitly that even Lake Tanganyika is case 1. The data by D’Sa et al. (2006) follow a shifted but correlated mixture of constituents as found for case 1 water (Morel and Maritorena, 2001), which can be accounted for by regional adjustment as done by Witter et al. (2009). Dupouy et al. (2010) present a turbidity index for the preselection of applicable data points. Atmospheric correction algorithms provide $R_{rs}$ and $[R_w]_N$ output for application of the OC algorithms (Gordon and Voss, 2004; Gordon and Wang, 1994; Siegel et al., 2000; Stumpf et al., 2003; Toratani et al., 2007). Further OC applications to optically complex waters lack quantitative matchup validation (Gons et al., 2008; Wang et al., 2011; Werdell et al., 2009).

2 and 3 band NIR-red algorithms are validated using MERIS data for up to 250 mg/m$^3$ $CHL$ in Zeekoevlei (Matthews et al., 2010), and suitable for the 10-100 mg/m$^3$ interval represented by the Dnieper River, the Sea of Azov, the Gulf of Finland, Lake Dianchi and Kasumigaura, as in vertical order in Figure 5-1. <10
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Figure 5-1: Overview of recently (2006-2011) published ISI journal papers on the separate retrieval of chl-a from satellite imagery using matchup-validated semi-analytical and empirical algorithms. Hatched areas indicate disputed application ranges. The red-NIR 3 band application by Chen et al. (2011) is omitted since the variation range retrieved from Hyperion (21-27 mg/m³; \( R^2 = 0.6 \)) is too small to display.

mg/m³ CHL is only observed in Moses et al. (2009a; 2009b). Their calibration data and RMSEs, as well as previous simulations (Dall’Olmo and Gitelson, 2006) indicate a minimum applicability threshold at 10 mg/m³ CHL. Although lower CHL is successfully retrieved from field spectroscopy measurements (Gitelson et al., 2009). Enhancement of NIR-red algorithms by CDOM and tripton derived coefficients from a look-up-table may even extend the applicable range, but are only validated for waters with high CHL (Yang et al., 2011). Advantages in the use of either 2 or 3 bands are inconsistent (Moses et al., 2009a; Moses et al., 2009b). Larger differences in accuracy occur through different atmospheric correction methods. The MERIS bright pixel procedure (Moore et al., 1999) performs considerably better than the C2R atmosphere module (Doerffer and Schiller, 2008b) in Moses et al. (2009b). Other proce-
dures are SCAPE-M (Guanter et al., 2010) for MERIS (Yang et al., 2011) and FLAASH (Cooley et al., 2002) for Hyperion (Chen et al., 2011), which imply the use of either $R_{rs}^+$ or $R^-$ for CHL retrieval. Matthews et al. (2010) demonstrate that NIR-red algorithms can even be used with uncorrected data at the top of atmosphere (TOA). The same applies to MCI, which outperforms FLH, the MERIS Algal_2 and C2R algorithms at the remote measurement of an algae bloom event in the Lake of the Woods (Binding et al., 2011). Accuracy restrictions for low CHL are however similar as for the 2 and 3 band NIR-red algorithms as far as RMSE (5.7 and 7.3 mg/m$^3$ for MCI and FLH, respectively) is concerned. FLH was also found inapplicable to oligotrophic water in the Laurentian Lakes, raising concerns over the fluorescence signal to noise ratio under unfavourable atmospheric conditions (Gons et al., 2008).

The empirical studies by Kabbara et al. (2008) and Mahasandana et al. (2009) consist of regression models for Landsat-7 ETM+ and Landsat-5 TM. They prove the feasibility of CHL estimation with high-resolution sensors, but need parameterization for each single image. In contrast, Gonzalez Vilas et al. (2011) train NNs for preclassified MERIS observations and in situ measured concentrations without the application of an explicit bio-optical model. Their approach achieves high accuracy and temporal stability at the expense of regional restriction.

The types of sensors used in the present experiments correlate clearly with the choice of applications; SeaWiFS and MODIS for the OC algorithms and low CHL concentrations, MERIS for the retrieval of high CHL by means of red-NIR band ratios and Landsat for empirical algorithms. The advantage of MERIS’ 681 nm and 708 nm bands over comparable instruments that lack these bands is known (Gitelson et al., 2008; Gower et al., 1999), and demonstrated for MODIS by Moses et al. (2009a). Optimal band positions for a 3 band red-NIR algorithm are spectrometrically derived from limited set of HICO data (Gitelson et al., 2011).The SeaDAS toolbox for SeaWiFS and MODIS is probably an asset regarding the evaluation of different atmospheric corrections (Hu et al., 2000; Ruddick et al., 2000; Stumpf et al., 2003; Vidot and Santer, 2005; Wang, 2007). The feasibility of $[R_N]_N$ normalization may be an additional benefit regarding the removal of directional effects.
5.6.2 Suspended sediment retrieval

Recent TSM retrieval validation experiments are listed in Figure 5-2, for increasing central wavelengths of chosen sensors and bands in vertical direction. The convergence in frequently applied methods is not as evident as among the CHL algorithms in Figure 5-1. The advantage of semi-analytical over empirical algorithms is a matter of adaptivity and justification rather than accuracy. Application of semi-analytical algorithms implies a physically sound procedure with defined \( R_{rs}^+ \) from atmospheric correction procedures as mentioned for CHL (Moore et al., 1999; Ruddick et al., 2000; Stumpf et al., 2003). Their configuration allows adjustment to other sensors or bands (Van der Woerd and Pasterkamp, 2004), and comparison of atmospheric corrections (Matthews et al., 2010) or reflectance models (Nechad et al., 2010). In contrast, empirical algorithms apart from Petus et al. (2010) and Mélin et al. (2007) are applied to uncorrected at-sensor radiances (Koponen et al., 2007) and physically undefined reflectance quantities (Chen et al., 2009; Wang et al., 2009), leaving them unjustified for applications beyond the data they are derived for. However, empirical algorithms are advantageous for evaluation experiments as with the validation of TSM from geostationary MSG-SEVIRI data by means of MODIS TSM (Neukermans et al., 2009).

An increase in spectral band position with observed TSM concentration range is found in Figure 5-2 as well as in several discussions (Fettweis et al., 2011; Wang and Lu, 2010; Zhang et al., 2010). Maximum sensitivity thresholds are estimated at 30 g/m\(^3\) g/m\(^3\) for SeaWiFS’ 555 nm band (Eleveld et al., 2008) or around 150-200 g/m\(^3\) for bands at <650 nm (Fettweis et al., 2011; Wang and Lu, 2010). Only one recent quantitative validation experiment investigates such extreme turbidity, accordingly at 860 nm (Wang et al., 2009). In less turbid water, the accuracy variations for 8 MERIS bands between 620 and 885 nm is only \( R^2 = 0.89 \) to 0.93, and lower in absolute values but similar in variation for MODIS (Nechad et al., 2010). Multi band algorithms are recommended for low TSM concentrations due to the increasing superimposition by other constituents’ optical properties (Nechad et al., 2010). In this regard, Nechad et al. (2010) suggest a 1 g/m\(^3\) minimum threshold for single band algorithms, while Binding et al. (2010) mention that their RMSE increases to 47% of mean concentrations below 5 g/m\(^3\). Matchups of clear, to two thirds case 2 water off the Adriatic coast confirms the challenges in retrieval of low TSM, with a relatively low \( R^2 \) (Mélin et al., 2007).
Figure 5-2: Overview of recently (2006-2011) published ISI journal papers on the separate retrieval of TSM from satellite imagery by means of matchup-validated semi-analytical and empirical algorithms. Hatched areas indicate disputed application ranges. The retrieval of tripton from MERIS band 10 (754 nm) at $R^2=0.3$ was omitted (Yang et al., 2011).

### 5.6.3 Dissolved organic matter retrieval

All CDOM retrieval band arithmetic algorithms in Figure 5-3 are from empirical regression (D'Sa and Miller, 2003; Gitelson et al., 1993; Kallio et al., 2001; Kowalczuk et al., 2005), in the case of Yang et al. (2011) by means of bio-optical simulations (Ammenberg et al., 2002). The examples indicate that single band approaches and bands at less than 490 nm are only applicable to extremely high concentrations and correspondingly strong CDOM absorption variations as in Zeekoevlei (Matthews et al., 2010). The two best correlations are calculated for band ratios that apply a 442-490 nm band that is sensitive to both CHL and CDOM variations, and the CHL-sensitive 665 nm band of MERIS for normalization (Koponen et al., 2007; Matthews et al., 2010). In
both cases no atmospheric correction is applied, although CDOM in the Gulf of Finland is already much less abundant than in Zeekovlei.

Figure 5-3: Overview of recently (2006-2011) published ISI journal papers on the separate retrieval of CDOM from satellite imagery by means of matchup-validated, arithmetic algorithms. Where necessary, normalization to 400 nm is done with explicitly mentioned spectral exponents (Smith and Baker, 1981), i.e. 0.0157 (Yang et al., 2011), 0.0161 (D’Sa et al., 2006) and 0.0188 (Matthews et al., 2000), or an approximate average of 0.0215 (Mannino et al., 2008).

Ammenberg et al. (2002) uses the 665 nm band to normalize the 560 nm band rather than the 442-490 nm bands, whereas both the interference with CHL absorption and the CDOM signal are considerably weaker at 560 nm. The correlation of this ratio with intermediate CDOM in Lake Dianchi and Lake Kasumigaura remains however relatively low, in spite of the application of a look-up-table retrieved parameterization (Yang et al., 2011). A recent validation exercise with ALI bands 2 and 3 at similar spectral positions is only qualitative and thus not included in Figure 5-3 (Kutser et al., 2009). Earlier studies have however demonstrated the potential of this band combination for mapping CDOM in inland waters even at high spatial resolution (Kutser et al., 2005a; Kutser et al., 2005b).
The SeaWiFS and MODIS bands ratios recommended by Kowalczuk et al. (2005) and D’Sa and Miller (2003) omit the red-NIR part of the spectrum as previously found for the band arithmetic retrieval of CHL with these two instruments. The former was validated with data of the Baltic Sea from both SeaWiFS and MODIS (the latter not shown in Figure 5-3, $R^2=0.3$) and outperforms the CDOM output from SeaDAS semi-analytical algorithms (Carder et al., 1999; Garver and Siegel, 1997; Maritorena et al., 2002) in all cases (Kowalczuk et al., 2010). A SeaWiFS validation in the Mississippi estuary achieves an even higher correlation at lower concentrations (D’Sa et al., 2006). The two validation exercises are also the seasonally most representative ones given that data matchups from several years and seasons are analyzed.

### 5.6.4 Spectral inversion applications

13 or a quarter of the selected publications in 2006-2011 ISI journals refer to spectral inversion algorithms (Table 5-1), with several papers on new algorithms where validation is only a subchapter (Santini et al., 2010; Schroeder et al., 2007b; Van Der Woerd and Pasterkamp, 2008). The quantitative content is often less detailed than with band arithmetic algorithms, hindering an estimate of their applicability as shown in Table 5-1.

The MERIS algal_2 product (Doerffer and Schiller, 2007) and CHL from C2R and its boreal and eutrophic version (Doerffer and Schiller, 2008a; Koponen et al., 2008) have been applied in several experiments. C2R is successfully validated for low to intermediate concentrations ($<16$ mg/m$^3$) (Cui et al., 2010; Minghelli-Roman et al., 2011; Odermatt et al., 2010), while C2R and even its eutrophic water version are found unsuitable for high CHL concentrations (Binding et al., 2011; Giardino et al., 2010; Matthews et al., 2010). C2R’s CDOM is found adequate in a eutrophic lagoon in the Baltic Sea, where concurrent CHL is strongly underestimated (Giardino et al., 2010). In contrast, CDOM in oligotrophic perialpine and Finish lakes is underestimated by both C2R and its boreal version while CHL is adequate (Koponen et al., 2008; Odermatt et al., 2010). C2R’s atmospheric correction failed at retrieving the red-NIR reflectance peak in several examples, while it outperforms other procedures with its accuracy at blue and green wavelengths (Giardino et al., 2010; Odermatt et al., 2010; Odermatt et al., 2008). TSM retrieved by the two NN is inapplicable to turbid water (Cui et al., 2010; Matthews et al., 2010), but accurate at about $<15-30$ g/m$^3$ (Koponen et al., 2008).
Validation of the FUB MERIS NN algorithm is successful and thorough at low to intermediate concentrations of all constituents over a wide spatiotemporal range (Schroeder, 2005; Schroeder et al., 2007b). Even lower constituent concentrations are successfully retrieved from a single Hyperion image by means of matrix inversion (Giardino et al., 2007). All other applications do not meet the requirements for quantitative matchup validation. Ground truth comparisons are limited to spectral fits (Van Der Woerd and Pasterkamp, 2008), frequency distribution (Kuchinke et al., 2009b) and transect comparisons (Santini et al., 2010), or display occasional failure that prevent sufficient correlations (Odermatt et al., 2008; Shuchman et al., 2006).

5.7 Discussion

The assessed quantitative validation experiments using band arithmetic algorithms consist of comparisons of several methods where in situ data are acquired for exactly this validation purpose. They are numerous enough to synthesize several general conclusions based on individual findings and validation sites, e.g. the validity range for red-NIR CHL algorithms, the suitability of OC algorithms for low and intermediate CHL, the choice of TSM retrieval wavelengths according to expected concentrations ranges or the CHL variation normalization strategies in CDOM retrieval algorithms.

A sufficient number of studies with spectral inversion algorithms are only available for the MERIS NN algorithms. Only the algorithm by Schroeder et al. (2007b) has been successfully validated using matchup correlations of all three constituents over several image acquisitions and aquatic regions as given for many band arithmetic algorithms. We presume two main reasons for this difference, namely availability and complexity. The importance of the availability of algorithms is well represented by the frequent use of retrieval algorithms and corresponding atmospheric correction procedures in SeaDAS and BEAM. They lead to the use of OC algorithms, such as the most popular CHL retrieval methods based on SeaWiFS and MODIS data, while NN algorithms are evaluated in most experiments using MERIS data. The opposite cases are rare, although not hindered by sensor or data properties. Consequently, the (semi-)operational use of spectral inversion algorithms is mainly limited to their promoters unless other potential users find easier available methods unsuitable, which may again indicate challenging bio-optical conditions, complicating validation.
Crucial sensor and data properties are the red-NIR wavebands as used in MERIS, the spatial resolution of Landsat and ALI instruments and the temporal resolution of MSG-SEVIRI. In the first case, the red-NIR CHL retrieval experiments with MERIS outnumber and outperform corresponding experiments for most other sensors, rendering MERIS the preferred instrument for estimating CHL in meso- to eutrophic waters. In the case of MSG-SEVIRI, TM, ETM+ and ALI, radiometric accuracy, bandwidths and a lack of appropriate preprocessing tools complicate routine use, as established with dedicated ocean color instruments. However, experimental evidence is given that either of those instruments can be used for case 2 water constituent retrieval under certain circumstances. Simpler methods are however mostly empirical, providing rapid access to data and their correlations, but at the cost of being site specific and not expressing any cause-effect relationship.

On the opposite side, complexity in constitution, application and validation of spectral inversion procedures is clearly highest. They retrieve several aquatic and possibly atmospheric parameters from a larger number of spectral bands. Failure at any point in the procedure, i.e. the assumption of an inappropriate shape in CDOM absorption, may propagate errors in the estimates of other parameters, complicating a coherent validation or falsification. Band arithmetic algorithms on the contrary make use of known relationships between one aquatic parameter and 1-3 spectral bands that are sensitive to an optical property of the sought-after parameter or allow the normalization of other variations. The validation or falsification of such relationships is straightforward and reveals a good estimate of an algorithm’s validity range.

For a comparison of the known validity ranges for band arithmetic algorithms (Figure 5-1 to Figure 5-3), we apply a scheme that helps to further categorize applications for case 2 waters. Natural variations in each constituent are separated in a low, intermediate and high range. Low CHL is referred to as oligotrophic, and ranges up to 3 mg/m$^3$, the integer average from ecological classification schemes (Bukata et al., 1995; Carlson and Simpson, 1996; Chapra and Dobson, 1981; Nürnberg, 1996; Wetzel, 1983). Previous definitions of the second threshold between mesotrophic and eutrophic waters differ from 5.6 to 20 mg/m$^3$ and are supplemented with a hypereutrophic water in some schemes (Table 5-2). According to these sources and Figure 5-1 we set the threshold to 10 mg/m$^3$, which approximately limits the applicability of OC and red-NIR algorithms at the top and bottom of their concentration range, respectively. TSM thresholds are set at 3 and 30 g/m$^3$ due to the experimental ranges in Figure
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5-2, corresponding water types are referred to as clear, cloudy or turbid. An analogous portioning is carried out for $CDOM$ according to Figure 5-3, allowing the assignment of all collected validation experiments to one or several variation spaces with regard to independent variations in the other two constituents as in Figure 5-4 (e.g. $TSM$ retrieval in clear and cloudy water at given $CHL$ and $CDOM$ (Binding et al., 2010)).

Published validation experiments as used in Figure 5-1 to Figure 5-3 are depicted in Figure 5-4 if variation ranges of all three constituents are given, even if only individual constituents are retrieved. Only two spectral inversion experiments from Table 5-1 can be positioned. Schroeder et al. (2007b) present proof of the successful simultaneous retrieval of all parameters, while only $CHL$ is retrieved accurately in Cui et al. (2010), but variations in $TSM$ and $CDOM$ are also given. The $CHL$ retrieval column in Figure 5-4 shows the suitability of red-NIR algorithms for eutrophic water, and the potential of OC algorithms for oligo- to mesotrophic waters at relatively low $TSM$ and $CDOM$ variations. Several different algorithms retrieve $TSM$ accurately, but the relationship between sensitive wavelength and concentration range (Figure 5-2) is no more visible. Relatively few experiments are assigned to turbid water, probably because measuring in situ $TSM$ is much less of an effort than additional $CHL$ and $CDOM$. The proof of successful $CDOM$ retrieval is however generally scarce, similar as with low $CHL$ concentrations.

The directional reflectance properties of water are often neglected. Spectral inversion algorithms that make use of directional radiative transfer simulations are the most adequate solution, as they can account for all influencing parameters assuming a given $\hat{\beta}(\psi)$ (Doerffer and Schiller, 2008a; Giardino et al., 2007; Van Der Woerd and Pasterkamp, 2008). Regarding classical analytical approaches, directional effects are parameterized using coefficients (e.g. $f$, $Q$) that vary with constituent concentrations (Morel and Gentili, 1991, 1993).

### Table 5-2: Trophic levels for coastal and inland waters and corresponding $CHL$ [mg/m$^3$].

<table>
<thead>
<tr>
<th>Author</th>
<th>Oligotrophic</th>
<th>Mesotrophic</th>
<th>Eutrophic</th>
<th>Hypereutr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chapra and Dobson (1981)</td>
<td>0-2.9</td>
<td>2.9-5.6</td>
<td>&gt;5.6</td>
<td>n.a.</td>
</tr>
<tr>
<td>Wetzel (1983)</td>
<td>0.3-4.5</td>
<td>3-11</td>
<td>3-78</td>
<td>n.a.</td>
</tr>
<tr>
<td>Bukata (1995)</td>
<td>0.8-2.5</td>
<td>2.5-6</td>
<td>6-18</td>
<td>&gt;18</td>
</tr>
<tr>
<td>Carlson and Simpson (1996)</td>
<td>0-2.6</td>
<td>2.6-20</td>
<td>20-56</td>
<td>&gt;56</td>
</tr>
<tr>
<td>Nürnberg (1996)</td>
<td>0-3.5</td>
<td>3.5-9</td>
<td>9-25</td>
<td>&gt;25</td>
</tr>
</tbody>
</table>
Figure 5-4: Case 2 water classes for CHL (left column), TSM (center) and CDOM (right) concentrations, with high to low concentration classes from top to bottom, and the remaining two constituents varying in x- and y-direction of each box. Class names and concentration ranges are titled in each box. Algorithm validation ranges are indicated as boxes and labeled with corresponding retrieval methods or center wavelengths. Bold labels indicate validation experiments with >10 images, hatched areas indicate simultaneous retrieval of all constituents. Reading example: Binding et al. (2011) validate the FLH and MCI algorithms for CHL in eutrophic waters with 0.85-19.60 g/m$^3$ TSM and 0.26-7.14 m$^{-1}$ CDOM.

Their estimation requires iterative optimization, which needs an extension for band arithmetic analysis (Yang et al., 2011). More recent analytical models are
even parameterized with a specific geometry (Albert and Mobley, 2003; Park and Ruddick, 2005). A corresponding application example is given in Nechad et al. (2010), where the retrieval of TSM from cloudy water using a classical model (Gordon et al., 1988) is surprisingly better than a directional model (Park and Ruddick, 2005). Nonetheless, an improvement is expected especially for water with less particle scattering, i.e. higher $\eta$ and lower $N$, and thus with higher anisotropy. Atmospheric correction procedures that provide an accurate $[R_w]_N$ e.g. through iterative procedures are thereby eligible alternatives to more extensively parameterized reflectance models.

The prominence of band-ratio algorithms for the individual retrieval of CHL in case 2 waters reported in this study, warrants however a note of caution. It has been suggested that changes on phytoplankton assemblages, as due to climate change, may shift phytoplankton composition in response to altered environmental forcing (e.g. Montes-Hugo et al., 2008). This process might uncouple CDOM and TSM concentrations from phytoplankton stocks and lead to further uncertainty in the retrieval of individual constituents, which is usually the case when using empirical algorithms, as opposed to the consolidated retrieval by inversion algorithms (Dierssen, 2010).

Extending from the intercomparison of algorithms performance based on synthetic and in situ data sets (IOCCG, 2006), a series of intercomparison and benchmark exercises including application to satellite imagery and matchup analysis is recommended to shed light on the comparability of water constituent retrieval algorithms and identify their applicability constraints in the near future.
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6 SYNOPSIS

6.1 Main achievements

The main achievements of the thesis are structured according to the four publications embodied and their respective research questions in Chapter 1.5, but with the two validation experiments merged in one section.

6.1.1 Validation of spaceborne chl-a retrieval for perialpine lakes

Publication 1 (Chapter 2):


- Can a simple, physically based algorithm for water constituent retrieval be automatized with lake specifically universal input parameters?

The accomplished experiments confirm the general applicability of a lake specific universal parameterization. Training and validation are designed as a bipartite matchup of in situ and remotely measured time series of chl-a in 2003-2006. They represent quantitatively unprecedented temporal evidence as far as remote sensing experiments on European freshwater reservoirs are concerned, which is enabled by the simplified parameterization and automatic processing. The correlation of in situ and remotely measured data is altogether satisfactory, two constraints and corresponding error sources are however described.

The two constraints are on one hand the empirical recalibration of several MERIS bands, indicating that the algorithm’s underlying model does not account for all relevant variations in the remotely sensed data. On the other hand, the autumn algae bloom in 2006 is not identified by the remote chl-a measurements, indicating a shortcoming of the bio-optical model. Error sources for the former are mainly the simplified modeling and parameterization of the at-
mosphere, e.g. the neglected adjacency effects as described in Chapter 1.4.4 (Odermatt et al., 2008). The latter in contrast is due to the simplified parameterization of the water reflectance model, including invariable IOPs and aquatic NIR backscattering contribution.

All in all, it was found that the applied algorithms are able to provide accurate chl-a products at an instructive physical clarity, but technically limited with regard to representing the full dynamics of the water-atmosphere system.

Publication 2 (Chapter 3):


- Are the C2R neural networks appropriate for the routine processing of chl-a products for perialpine lakes?

The C2R algorithms are found to be adequate for chl-a retrieval from most larger perialpine lakes. C2R products from more than 200 MERIS images are validated with official water quality monitoring time series in nine lakes. Eligible temporal differences between acquisitions of in situ and satellite data are up to 5 days. This indicates that their exact concurrence is desirable but not necessary if reference sites are chosen accordingly.

The quality in the linear correlations varies primarily with the methods applied for in situ measurements, which include laboratory and fluorescence probe measurements of chl-a at various vertical representations. Vertically resolved HPLC estimates from the top 5 m layer of the water column in Lake Zurich suit best with the C2R estimates. 0-5 m fluorescence probe measurements as used for Lake Zug and Lake Zurich are second. Lowest correlations are found between satellite estimates and HPLC measurements from vertically mixed samples of the top 15-20 m layers of Lake Biel and Lake Constance. Only observations from Lake Geneva in 2006-2007 break these ranks.

In 2003-2005, chl-a variations in Lake Geneva are comparable to other lakes and well matched by the satellite measurements. In 2006 and 2007 however, both frequency and magnitude of variations increase significantly for in situ data, while remaining the same in satellite estimates. This sudden divergence might be a consequence of modifications to the phytoplankton communities.
and accordingly optical properties caused by changing temperature and Phosphorous concentrations. Such effects in Lake Geneva are reported for 1972-2005 (Tadonleke, 2010; Tadonleke et al., 2009), more recent interpretation is however not available.

• What are the effects of the adjacency effect correction, and how does their removal propagate to the results of the neural network algorithms?

Comparison with 35 spectroradiometric measurements from 5 lakes shows that the removal of adjacency effect with ICOL significantly improves atmospheric correction and retrieved reflectance spectra. These findings are also confirmed for another atmospheric correction procedure (Guanter et al., 2010). However, water constituent concentrations retrieved by C2R are not consistently enhanced by this improvement. Instead, two other significant modifications are observed. On one hand, a general underestimation of chl-a is turned into a weak overestimation, at similar linear correlations. On the other hand, the application of ICOL increases cdom concentrations to the expected level, although correlation with field reference data is known to be very low in either case (Koponen et al., 2008). Both modifications represent increases of absorption, but further interpretation is complicated by the black box architecture of the C2R algorithm.

In summary, C2R has demonstrated the technical and physical requirements for automatic processing of chl-a and tsm products. Interpretation of failure such as in parts of the Lake Geneva chl-a data or the cdom concentrations are difficult due to the algorithms black box constitution, but could be intercepted by an improved combination of C2R and ICOL or retrieval quality flags.

### 6.1.2 WFD compliant chl-a products for perialpine lakes

**Publication 3 (Chapter 4):**


• What variations in chl-a concentrations occur in perialpine lakes?
Chl-a variations in Lakes Brienz, Lucerne and Thun on the Northern side of the Alps are low and continuously oligotrophic at less than 5 mg/m³. The largest lakes (Constance, Garda, Como, Maggiore and Geneva) feature higher average and more variable, oligo- to mesotrophic concentrations, with occasional bloom events. Smaller lakes South of the Alps, i.e. Lake Iseo, Pusiano and Varrese, contain most chl-a with maxima that frequently exceed 10 mg/m³. A perennial trend for the period 2003-2009 is only found in the decreasing concentrations of Lake Como.

Generally highest concentrations occur during winter and the autumn-winter and winter spring-transitions. The magnitude of these maxima is however strongly related to the lake’s trophic status, whereas variations are smaller in oligotrophic waters and larger in eutrophic waters.

- What is the spatial variability of chl-a, and how does it change at several temporal scales?

Significant differences in both spatial and temporal variability of chl-a are observed for different lakes. They can be related to the hydrographic and topographic conditions and corresponding wind mixing effects, to the influence of tributary rivers or residence times. The spatio-temporal resolution inherent to remote measurements provides thus a means to estimate the representativity of in situ monitoring protocols, and to validate their compliance with WFD requirements.

Considerable variations in chl-a at small scales are observed in the smaller, meso- to eutrophic lakes South of the Alps. Larger lakes with narrow, branched basins such as Lake Como and Lake Maggiore feature similar characteristics, whereas the sub-basins vary individually. The statistical predictability of chl-a is low for most of these lakes.

In the larger, wider basins on the contrary, the predictability is higher since hydrographic conditions cause spatial variations that however remain relatively consistent in time. In Lake Garda and Lake Constance for instance, the Sarca and Rhine tributary, respectively, significantly dominate spatial variations. In Lake Garda, the transition from a narrow, shallow sub-basin around the Sarca’s estuary in the mountainous North, to the densely populated Southern part further enhances this spatial pattern.
• Can the WFD be applied to remote observations of lakes in the perialpine region?

The demonstrated results proof the suitability of remote observations for integration in WFD-compliant water quality monitoring. The applied data and methods provide reliable and in many cases validated measurements of chl-a in perialpine lakes for the past almost 10 years since ENVISAT’s launch.

Comparing satellite-measured chl-a of variable locations and dates of the six relevant seasonal and transitional periods allows an estimation of their spatio-temporal representativity. It is shown that limitations in this representativity may cause erroneous classifications in the WFD scheme (Wolfram et al., 2009) if measurements are only acquired bi-monthly. With regard to spatial variations, sub-basins for individual observation and methods that indicate variability in smaller lakes are proposed.

In summary, satellite measured chl-a reveals a great potential to efficiently provide and even enhance the chl-a indications currently acquired by in situ monitoring, lacking however its vertical dimension. Therefore, most comprehensive understanding of chl-a variations and related limnic processes is expected from an optimized combination of the two.

6.1.3 Constituent retrieval for other optically complex waters

Publication 4 (Chapter 5):


• Which recent spaceborne remote sensing sensors and according algorithms have been validated for case 2 waters since 2005?

About 50 recent matchup validation experiments are reviewed; whereas three quarters refer to band ratio and one quarter to spectral inversion algorithms. Implementation of the latter is more demanding with regard to model simulations and inversion methods, and their validation is more extensive since it usually comprises the comparison of all chl-a, tsm and cdom at once.
Most band ratio retrieval experiments are found for chl-a. They use either the blue-green portion of the spectrum as in OC algorithms or the red-NIR spectrum for meso- to eutrophic waters. Band ratios for tsm retrieval apply the largest variety in number and position of bands. Experiments on the retrieval of cdom finally reveal the lowest correlations. Recommended retrieval bands depend apparently on variations in the other two constituents.

The range of spectral inversion algorithms validated in recent years has strongly converged towards NN. Although only one case is known where sufficient quantitative validation of all concurrent constituents is available. However, separate application of chl-a is validated manifold, and needed especially in waters whose variations exceed the validity range of band ratio algorithms.

Medium resolution, oceanographic imaging spectrometers (e.g. MERIS, MODIS, SeaWiFS) are chosen for most experiments. Atmospheric correction methods distributed through corresponding processing software (SeaDAS, BEAM) are clearly preferred. Multispectral instruments of finer spatial resolutions are only applied for empirical case studies.

- For what typical constituent concentration ranges are these methods valid?

Red-NIR band ratios are found valid for meso- to eutrophic waters, while OC algorithms apply to oligotrophic waters with tsm and cdom close to the relations in case 1 water. For tsm, practice confirms the theoretical proposition that increasing ranges require increasing wavelength bands. The accuracy of cdom retrieval finally is inconsistent at all concentrations.

Spectral inversion algorithms lack the abundance of band ratio validation experiments as far as high concentrations and variations are concerned. On the contrary, successful constituent retrieval in clear waters is more frequent than with band ratios.

- What typology can be applied to further classify case 2 waters with regard to applicable remote sensing methods?

A 3-by-3 scheme for the characterization of case 2 waters is proposed. It displays 9 charts for the retrieval of high, medium and low chl-a, tsm and cdom in 3 rows and columns, respectively. Each chart features minimum to maximum concentrations of the two remaining constituents on the x and y axis. The
scheme enables a precise assignment of the water types specific algorithm validation experiments address, if reference concentrations of all constituents are known.

Thresholds for classes of low, medium and high concentrations are defined according to typical application ranges found in the reviewed papers. chl-a concentration classes refer to the known scheme of trophic states, namely oligo-, meso- and eutrophic waters (Carlson and Simpson, 1996; Chapra and Dobson, 1981; Wetzel, 1983). Corresponding terms for tsm and cdom classes are clear, cloudy and turbid, and lucent, dimmish and opaque, respectively.

6.2 Conclusions

This thesis has demonstrated the feasibility of operational remote water constituent concentration retrieval for water quality monitoring purposes in optically complex waters. Appropriate methods have been validated, the WFD-compliance of remotely sensed products has been investigated and alternative algorithms for distinct case 2 water types have been reviewed.

The validation experiments apply automatic processing routines for the use of the MIP, C2R and ICOL algorithms. These routines allow for the efficient exploitation of a collection of more than 200 MERIS images. Quantitative validation of remotely measured chl-a is achieved through comparison with in situ measured monitoring data acquired by environmental agencies and research institutes in Switzerland and neighboring countries. Spectroradiometric field measurements complement the validation with regard to the adequacy of forward optical models and inversion methods. Results demonstrate that the observation conditions and relatively low range of constituent variations of perialpine lakes require accurate optical models and autonomic algorithms. The C2R NN is found highly suitable for this purpose, achieving a good agreement with reference data of 7 of the largest perialpine basins.

WFD compliant water quality products are compiled through temporal integration of discrete remote measurements. Specific concentration ranges and seasonal variations are described for 12 perialpine lakes, which all achieve maximum concentrations between the autumn-winter and winter-spring transitions. A significant recent trend towards reoligotrophication is only observed for Lake Garda. Other than this, similarly oligotrophic and meso- to eutrophic states are estimated for small lakes North and South of the Alps, respectively,
while larger lakes on either side reveal more variable, oligo- to mesotrophic conditions. Satellite mapped chl-a concentrations also enable an investigation of the spatial representativeness of single in situ measurements. It is thereby found that variations in large basins are relatively well predictable since they come with large tributary rivers that constitute stable hydrographic sub-basins. On the contrary, spatial variations in smaller basins are statistically much less predictable. Altogether, remotely measured chl-a has proven beneficial for WFD compliant monitoring programs, and synoptic application with in situ measurements will allow for a representative, integral description of water quality in both horizontal and vertical dimension.

A comprehensive review of case 2 validation experiments published in 2005-2011 reveals applicable concentration ranges for band ratio and spectral inversion algorithms. The diverging chl-a thresholds in previous classifications of trophic level are revised to match typical algorithm application ranges. Similar ranges are defined for tsm and cdom retrieval, representing an enhancement to the widely employed separation of case 1 and case 2 waters. A graphic scheme is presented that helps to assign algorithm validation experiments to specific water types. It displays the variability of water bodies that have been investigated in recent years, experimental clusters such as tsm retrieval from clear to cloudy waters, and chl-a retrieval from eutrophic waters, along with less exploited fields such as chl-a in oligotrophic waters or cdom in general. Furthermore, a significant convergence towards the use of data from ocean color spectrometers is observed.

This thesis demonstrates the feasibility of spaceborne chlorophyll-a concentration monitoring in perialpine lakes, and gives an overview of other sufficiently validated applications. Most of these methods achieve accuracies in the range of probe measurements by means of entirely automatic image processing. They therefore indicate an essential progress towards operational use.

6.3 Outlook

Imaging spectrometry has a proven potential to support inland water quality monitoring protocols, although no universally valid algorithms are known. This fosters the existence of a variety of relatively simple, water type specific methods and improved numerical model inversion algorithms at the same time. Predominantly the former are experimentally validated to a point where operational application to specific regions or water types is mainly a matter of de-
mand, while the enhancement of model accuracies and inversion algorithms is an ongoing effort.

Initiatives such as the GEO inland water quality group address both threads. On one hand, joint end-to-end demonstration projects are planned for the improved dissemination of validated remote sensing products. The approach described in Chapter 3 and Chapter 4 is under discussion for this purpose, and monthly averaged maps are therefore developed. An extension of the Chlorophyll Globally Integrated Network (ChloroGIN) to large lakes is considered as a suitable platform. On the other hand, further improvement of models and algorithms is sought particularly by individuals and teams, e.g. ongoing training of the C2R NN with further input data. This enhancement is expected to improve the algorithm’s range of applicability, but will also require confirmation of previous validations for the new version of C2R.

Synoptic assimilation of different in situ and remotely sensed data can support both the dissemination and enhancement of remote sensing products, in terms of added value and (cross-)calibration/validation, respectively. The GEMS (Global Environmental Monitoring System) archive of in situ measurements and hydrologic transport models bears a large synergetic potential for integration with optical remote measurements. Corresponding coastal ocean monitoring and forecasting services in the frame of the European GMES program are already being assessed within the framework of the MyOcean project (Bahurel et al., 2010). Moreover, the joint use of optical and thermal remote observations has still not been fully exploited. Such coupling could for example enable a more differentiated investigation of concurrent warming and reoligotrophication processes reported for Lake Geneva (Tadonleke, 2010; Tadonleke et al., 2009).
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## Glossary

### Abbreviations

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A)ATSR</td>
<td>(Advanced) Along Track Scanning Radiometer</td>
</tr>
<tr>
<td>AfU</td>
<td>Office of Environmental Protection of the Canton of Zug</td>
</tr>
<tr>
<td>ALI</td>
<td>Advanced Land Imager</td>
</tr>
<tr>
<td>AOP</td>
<td>Apparent Optical Properties</td>
</tr>
<tr>
<td>AOT</td>
<td>Atmospheric Optical Thickness</td>
</tr>
<tr>
<td>APPA</td>
<td>Environmental Protection Agency of Trento</td>
</tr>
<tr>
<td>ASD</td>
<td>Analytical Spectral Device</td>
</tr>
<tr>
<td>BAFU</td>
<td>Swiss federal Office for the Environment</td>
</tr>
<tr>
<td>BAG</td>
<td>Swiss federal Office of Public Health</td>
</tr>
<tr>
<td>BEAM</td>
<td>Basic ERS &amp; Envisat (A)ATSR and MERIS toolbox</td>
</tr>
<tr>
<td>BIL</td>
<td>Band Interleaved by Line</td>
</tr>
<tr>
<td>BWG</td>
<td>Swiss federal Office for Water and Geology</td>
</tr>
<tr>
<td>C2R</td>
<td>Case 2 Regional</td>
</tr>
<tr>
<td>CARRTEL</td>
<td>Alpine Research Center on Trophic Food Webs in Limnic Ecosystems</td>
</tr>
<tr>
<td>CASI</td>
<td>Compact Airborne Spectrographic Imager</td>
</tr>
<tr>
<td>CDOM</td>
<td>Coloured Dissolved Organic Matter</td>
</tr>
<tr>
<td>CHL</td>
<td>Chlorophyll(-a)</td>
</tr>
<tr>
<td>ChloroGIN</td>
<td>Chlorophyll Globally Integrated Network</td>
</tr>
<tr>
<td>CIPAIS</td>
<td>International Commission for the Protection of Italo-Swiss Waters</td>
</tr>
<tr>
<td>CIPEL</td>
<td>International Commission for the Protection of Lake Geneva</td>
</tr>
<tr>
<td>CNR</td>
<td>Italian National Research Council</td>
</tr>
<tr>
<td>CRA</td>
<td>Center for Environmental Monitoring</td>
</tr>
<tr>
<td>CTD</td>
<td>Conductivity Temperature Density probe</td>
</tr>
<tr>
<td>CV</td>
<td>Coefficient of Variation</td>
</tr>
<tr>
<td>CZCS</td>
<td>Coastal Zone Color Scanner</td>
</tr>
<tr>
<td>DIMAP</td>
<td>Digital Image Map</td>
</tr>
<tr>
<td>DLR</td>
<td>German Aerospace Center</td>
</tr>
<tr>
<td>EC</td>
<td>European Commission</td>
</tr>
<tr>
<td><strong>Acronym</strong></td>
<td><strong>Meaning</strong></td>
</tr>
<tr>
<td>------------</td>
<td>-------------</td>
</tr>
<tr>
<td>EEA</td>
<td>European Economic Area</td>
</tr>
<tr>
<td>ENVISAT</td>
<td>ESA Environmental Satellite</td>
</tr>
<tr>
<td>ERS</td>
<td>European Remote Sensing Satellite</td>
</tr>
<tr>
<td>ESA</td>
<td>European Space Agency</td>
</tr>
<tr>
<td>ETM</td>
<td>Enhanced Thematic Mapper</td>
</tr>
<tr>
<td>EU</td>
<td>European Union</td>
</tr>
<tr>
<td>EULAKES</td>
<td>European Lakes under Environmental Stressors</td>
</tr>
<tr>
<td>FLAASH</td>
<td>Fast Line-of-sight Atmospheric Analysis of Spectral Hypercubes</td>
</tr>
<tr>
<td>FLH</td>
<td>Fluorescence Line Height</td>
</tr>
<tr>
<td>FR</td>
<td>Full Resolution</td>
</tr>
<tr>
<td>FU</td>
<td>Fischbach-Uttwil testsite</td>
</tr>
<tr>
<td>FUB</td>
<td>Free University of Berlin</td>
</tr>
<tr>
<td>GBL</td>
<td>Water and Soil Protection Laboratory of the Canton of Berne</td>
</tr>
<tr>
<td>GEMS</td>
<td>Global Environmental Monitoring System</td>
</tr>
<tr>
<td>GLI</td>
<td>Global Land Imager</td>
</tr>
<tr>
<td>GMES</td>
<td>Global Environment Monitoring System</td>
</tr>
<tr>
<td>GEO</td>
<td>Group on Earth Observation</td>
</tr>
<tr>
<td>HICO</td>
<td>Hyperspectral Imager for the Coastal Ocean</td>
</tr>
<tr>
<td>HPLC</td>
<td>High Performance Liquid Chromatography</td>
</tr>
<tr>
<td>HRV</td>
<td>High Resolution Visible</td>
</tr>
<tr>
<td>ICOL</td>
<td>Improved Contrast between Ocean and Land</td>
</tr>
<tr>
<td>IDL</td>
<td>Interactive Data Language</td>
</tr>
<tr>
<td>IGKB</td>
<td>International Commission for the protection of Lake Constance</td>
</tr>
<tr>
<td>INRA</td>
<td>French National Institute Agricultural Research</td>
</tr>
<tr>
<td>IOCCG</td>
<td>International Ocean Colour Coordinating Group</td>
</tr>
<tr>
<td>IOP</td>
<td>Inherent Optical Properties</td>
</tr>
<tr>
<td>IREA</td>
<td>Institute for Remote Sensing of Environment</td>
</tr>
<tr>
<td>ISE</td>
<td>Institute of Ecosystem Study</td>
</tr>
<tr>
<td>ISF</td>
<td>Institute for Lake Research</td>
</tr>
<tr>
<td>ISI</td>
<td>Institute for Scientific Information</td>
</tr>
<tr>
<td>LUBW</td>
<td>State Institute for Environment, Measurements and Nature Conservation Baden-Wuerttemberg</td>
</tr>
<tr>
<td>LUT</td>
<td>Look-Up-Table</td>
</tr>
<tr>
<td>MCI</td>
<td>Maximum Chlorophyll Index</td>
</tr>
<tr>
<td>MELINOS</td>
<td>Monitoring European Lakes by means of an Integrated Earth Observation System</td>
</tr>
<tr>
<td>MERIS</td>
<td>Medium Resolution Imaging Spectrometer</td>
</tr>
<tr>
<td>MIP</td>
<td>Modular Inversion and Processing System</td>
</tr>
<tr>
<td>Acronym</td>
<td>Meaning</td>
</tr>
<tr>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>MODIS</td>
<td>Moderate Resolution Imaging Spectrometers</td>
</tr>
<tr>
<td>MOS</td>
<td>Modular Optoelectronic Scanner MOS</td>
</tr>
<tr>
<td>MSG</td>
<td>Meteosat Second Generation</td>
</tr>
<tr>
<td>NIR</td>
<td>Near Infrared</td>
</tr>
<tr>
<td>NN</td>
<td>Neural Network</td>
</tr>
<tr>
<td>OC</td>
<td>Ocean Color</td>
</tr>
<tr>
<td>OCTS</td>
<td>Ocean Color and Temperature Scanner</td>
</tr>
<tr>
<td>POLDER</td>
<td>POLarization and Directionality of the Earth’s Reflectances</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root Mean Square Error</td>
</tr>
<tr>
<td>ROI</td>
<td>Region Of Interest</td>
</tr>
<tr>
<td>RR</td>
<td>Reduced Resolution</td>
</tr>
<tr>
<td>SCAPE-M</td>
<td>Self-Contained Atmospheric Parameters estimated by MERIS</td>
</tr>
<tr>
<td>SCUFA</td>
<td>Self-Contained Underwater Fluorescence Apparatus</td>
</tr>
<tr>
<td>SeaDAS</td>
<td>SeaWiFS Data Analysis System</td>
</tr>
<tr>
<td>SeaWiFS</td>
<td>Sea-viewing Wide Field-Of-View Sensor</td>
</tr>
<tr>
<td>SEVIRI</td>
<td>Spinning Enhanced Visible and Infrared Imager</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-Noise Ratio</td>
</tr>
<tr>
<td>SIOP</td>
<td>Specific Inherent Optical Properties</td>
</tr>
<tr>
<td>SM</td>
<td>Suspended Matter</td>
</tr>
<tr>
<td>SOS</td>
<td>Successive Order of Scattering</td>
</tr>
<tr>
<td>SPOT</td>
<td>Probational Earth Observation Satellite System</td>
</tr>
<tr>
<td>TM</td>
<td>Thematic Mapper</td>
</tr>
<tr>
<td>TOA</td>
<td>Top-of-atmosphere</td>
</tr>
<tr>
<td>TSM</td>
<td>Total Suspended Matter</td>
</tr>
<tr>
<td>UMR</td>
<td>Joint Research Unit</td>
</tr>
<tr>
<td>UN</td>
<td>United Nations</td>
</tr>
<tr>
<td>UNEP</td>
<td>United Nations Environmental Programme</td>
</tr>
<tr>
<td>UNICEF</td>
<td>United Nations Children’s Fund</td>
</tr>
<tr>
<td>UTC</td>
<td>Coordinated Universal Time</td>
</tr>
<tr>
<td>VITO</td>
<td>Flemish Institute for Technological Research</td>
</tr>
<tr>
<td>WFD</td>
<td>Water Framework Directive</td>
</tr>
<tr>
<td>WHO</td>
<td>World Health Organization</td>
</tr>
<tr>
<td>Y</td>
<td>Yellow substance</td>
</tr>
</tbody>
</table>
## Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>Surface area</td>
<td>m$^2$</td>
</tr>
<tr>
<td>$a$</td>
<td>Absorption coefficient</td>
<td>m$^{-1}$</td>
</tr>
<tr>
<td>$b$</td>
<td>Scattering coefficient</td>
<td>m$^{-1}$</td>
</tr>
<tr>
<td>$b_b$</td>
<td>Backscattering coefficient</td>
<td>m$^{-1}$</td>
</tr>
<tr>
<td>$CHL$, $chl-a$</td>
<td>Chlorophyll-a concentration</td>
<td>mg/m$^3$</td>
</tr>
<tr>
<td>$cdom$</td>
<td>Coloured dissolved organic matter concentration</td>
<td>m$^{-1}$</td>
</tr>
<tr>
<td>$E_u$, $E_d$</td>
<td>Up- and downwelling Irradiance</td>
<td>W m$^{-2}$</td>
</tr>
<tr>
<td>$f$</td>
<td>Gordon model coefficient</td>
<td>-</td>
</tr>
<tr>
<td>$h$</td>
<td>Park &amp; Ruddick model coefficient</td>
<td>-</td>
</tr>
<tr>
<td>$L_u$, $L_d$</td>
<td>Up- and downwelling radiance</td>
<td>W m$^{-2}$ sr$^{-1}$</td>
</tr>
<tr>
<td>$L_w$</td>
<td>Water-leaving radiance</td>
<td>W m$^{-2}$ sr$^{-1}$</td>
</tr>
<tr>
<td>$l$</td>
<td>Gordon et al. model coefficient</td>
<td>-</td>
</tr>
<tr>
<td>$M$</td>
<td>Kirk model coefficient</td>
<td>-</td>
</tr>
<tr>
<td>$n_w$</td>
<td>Refraction index of water</td>
<td>-</td>
</tr>
<tr>
<td>$p$</td>
<td>Albert &amp; Mobley model coefficients</td>
<td>-</td>
</tr>
<tr>
<td>$Q$</td>
<td>Anisotropy factor</td>
<td>sr$^{-1}$</td>
</tr>
<tr>
<td>$R$, $R^+$</td>
<td>Irradiance reflectance above and below surface</td>
<td>-</td>
</tr>
<tr>
<td>$R_{rs}$</td>
<td>Remote sensing reflectance</td>
<td>sr$^{-1}$</td>
</tr>
<tr>
<td>$r$</td>
<td>Fresnel interface reflectance</td>
<td>-</td>
</tr>
<tr>
<td>$sm$</td>
<td>Suspended matter concentration</td>
<td>g/m$^3$</td>
</tr>
<tr>
<td>$T$</td>
<td>Diffuse atmospheric transmittance</td>
<td>-</td>
</tr>
<tr>
<td>$t$</td>
<td>Fresnel interface transmittance</td>
<td>-</td>
</tr>
<tr>
<td>$TSM$, $tsm$</td>
<td>Total suspended matter concentration</td>
<td>g/m$^3$</td>
</tr>
<tr>
<td>$Y$, $y$</td>
<td>Yellow substance concentration</td>
<td>m$^{-1}$</td>
</tr>
<tr>
<td>$z$</td>
<td>Depth in water</td>
<td>m</td>
</tr>
<tr>
<td>$z_{90}$</td>
<td>Euphotic depth</td>
<td>m</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Volume scattering function</td>
<td>m$^{-1}$ sr$^{-1}$</td>
</tr>
<tr>
<td>$\tilde{\beta}$</td>
<td>Scattering phase function</td>
<td>sr$^{-1}$</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>Radiant flux</td>
<td>W</td>
</tr>
<tr>
<td>$\phi_b$, $\phi_v$</td>
<td>Illumination and viewing azimuth angle</td>
<td>°</td>
</tr>
<tr>
<td>$\gamma_b$</td>
<td>Particle fraction of total backscattering</td>
<td>-</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Wavelength</td>
<td>nm</td>
</tr>
<tr>
<td>$\theta_u$, $\theta_v$</td>
<td>Illumination and viewing zenith angle</td>
<td>°</td>
</tr>
<tr>
<td>$\omega_0$</td>
<td>Single scattering albedo</td>
<td>-</td>
</tr>
<tr>
<td>$\omega_b$</td>
<td>Single backscattering albedo</td>
<td>-</td>
</tr>
<tr>
<td>$\psi$</td>
<td>Scattering angle</td>
<td>°</td>
</tr>
</tbody>
</table>
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