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Permanent Scatterers in SAR Interferometry

Alessandro Ferretti, Claudio Prati, and Fabio Rocca

Abstract—Temporal and geometrical decorrelation often pre- [11], [8], [26], [24]) and cannot be detected and estimated from
vents SAR interferometry from being an operational tool for sur-  the coherence map associated with each interferogram [2].
face deformation monitoring and topographic profile reconstruc- The main goal of this paper is the identification of image

tion. Moreover, atmospheric disturbances can strongly compro- .
mise the accuracy of the results. In this paper, we present a com- pixels, hereafter called permanent scatterers (PSs), coherent

plete procedure for the identification and exploitation of stable nat-  OVer long time intervals [3], [4]. When, as it often happens,
ural reflectors or permanent scatterers (PSs) starting from long the dimension of the PS is smaller than the resolution cell, the

temporal series of interferometric SAR images. When, as it often coherence is good even for interferograms with baselines larger
happens, the dimension of the PS is smaller than the resolution cell, than the decorrelation one [6], and all the available images of

the coherence is good even for interferograms with baselines larger . .
than the decorrelation one, and all the available images of the ESA the ERS data set can be successfully exploited for interfero-

ERS data set can be successfully exploited. On these pixels, subMetric applications. On these pixels, submeter DEM accuracy
meter DEM accuracy and millimetric terrain motion detection can  and millimetric terrain motion detection can be achieved once

be achieved, since atmospheric phase screen (APS) contributionsAPS contributions have been estimated and removed. It will
can be estimated and removed. Examples are then shown of smallj)o sown that even if no fringes can be seen generating single
motion measurements, DEM refinement, and APS estimation and . . . .
removal in the case of a sliding area in Ancona, Italy. ERS data INt€rferograms, reliable elevation and velocity measurements
have been used. can be obtained on this subset of image pixels and can be used
Index Terms—Differential interferometry, digital elevation as a "natural” GPS .networ.k to monitor Slldlng areas [3] (a§ m.
model (DEM) reconstruction, geodetic measurements, radar data tN€ €ase presented in Section 1V), urban subsidence [4], seismic
filtering, synthetic aperture radar (SAR). faults, and volcanoes [7].
The use of sparsely populated phase data to estimate a geo-
physical signal of interest has lately gained increasing attention
|. INTRODUCTION in differential SAR Interferometry (DINSAR) [21], [22], [34].
EPEAT-pass satellite SAR interferometry (INSAR) is poklere we use a multi-interferogram framework to identify highly
tentially a unique tool for low cost precise digital elevatiogoherent targets, to overcome most of the difficulties related to
models (DEM) generation and large-coverage surface defornpétase unwrapping and to better discern the different signals that
tion monitoring [9], [12], [16], [17]. As is well known, the tech-concur to the interferometric phase. The starting point is a set
nique involves interferometric phase comparison of SAR inef differential interferograms that use the same master acquisi-
ages gathered at different times and with different baselines dith. The DEM used for differential interferograms generation
has the potential to provide DEMs with meter accuracy and t&an be either a topographic profile estimated from the Tandem
rain deformations with millimetric accuracy [20]. In principle pairs of the ERS data set, or appriori DEM already available.
DEMs and deformation patterns can be estimated on a véiy accuracy is not a real constraint (20 m is enough). In fact,
dense grid (4< 20 m for ERS images) at low cost compare@s already mentioned, DEM refinement (in correspondence to
with any other traditional method. the PS) is one of the products of the processing presented in the
Limitations are essentially due to temporal and geometridallowing sections. Even though we consider a constant velocity
decorrelation and atmospheric inhomogeneities. Temporabdel for targets motion (i.e., we estimate just the local velocity
decorrelation [10] makes INSAR measurements unfeasible ofiefd of the area under study in correspondence of the PS grid),
vegetated areas and where the electromagnetic profiles andis constraint can be relaxed using a more complex processing
the positions of the scatterers change with time within tHd] but using essentially the same framework. Moreover, a uni-
resolution cell. Geometrical decorrelation [10], [25] limits théorm strain rate hypothesis is often used in geophysical mod-
number of image pairs suitable for interferometric applicatior&ding, e.g., seismic faults motion, urban subsidence, lava com-
and prevents one from fully exploiting the data set availablpaction, etc.
Atmospheric inhomogeneities create an atmospheric phasdhe aim of the paper is to make a step further toward an op-
screen (APS) superimposed on each SAR image that can serational use of DINSAR data for civil protection purposes and
ously compromise accurate deformation monitoring. In fact, tieefully exploitation of the huge data set already acquired by the
APS exhibits a low-wavenumber spectral behavior (accordiffSA ERS satellites.

to the atmospheric water vapor distribution in the troposphere
[I. PHASE CHANGE IN REPEAT-PASS SAR INTERFEROMETRY

Manuscript received May 1, 1999; revised March 21, 2000. This work was Although the theory of SAR interferometry has already been

sponsored by ERA-ESRIN under Grant AO3 ESA. , __presented in some detail in several papers [25], [9], [12], [15],
The authors are with the Dipartimento di Elettronica e Informazione, Polite 1 in thi . . h . | blish
nico di Milano, Milano, Italy (e-mail: aferre@elet.polimi.it). 1, in this section, we review the main results to establish no-

Publisher Item Identifier S 0196-2892(01)00991-3. tation and to highlight the different physical signals that con-

0196-2892/01$10.00 © 2001 IEEE



FERRETTIet al. PERMANENT SCATTERERS IN SAR INTERFEROMETRY 9

tribute to the interferometric phase. For the sake of simplicitf. DEM Estimation from Highly Coherent Interferograms
phase terms due to thermal noise, image misregistration, Wrongye snall now discuss the problem of DEM estimation from
focusing parameters, etc. will be neglected [27]. The analy§if, interferometric SAR phase referring to the ERS Tandem
outlines the rationale behind a multi-image approach to DEMyse | et us begin with a single interferometric pair formed by
gene_ratlon and surface dlsp_lace_ments estl_matlon- _a mastern and a slave imagk. Due to the short time interval

It is well known that a pixel in @ SAR image changes itheyeen the images (one day), we can usually neglect terrain
phase due to: 1) satellite-scatterer relative posmon;_ 2) pqss_lp[l'%tion_ The perpendicular baselii, between the slave and
temporal changes of the target; and 3) atmospheric variatiQfs master image is in general much smaller than the decorrela-
(APS). Considering{+ 1 SAR images of the same area, thgon gne (about 1200 m [6]), and it is a function of both range

phase of pixek = [5] (¢ andn being azimuth and slant rangeand azimuth coordinate. The interferometric phase of (4) can

coordinates respectively) of the genekth focused SAR image then be approximated as follows
is thus the sum of different phase contributions B() = brio() + Par(x) + Por(x)

= hgr(X) + Pnr(X) + bar(X) + dor (x).  (6)

In fact, we can split the geometrical teefp,.(x) into two terms
where r is the satellite-target distance, is the scatterer re- related to the elevatiopand to the slant range positigrof the
flectivity phase, and: is the atmospheric phase contributionscatterer as

n) = Tn@ra®ra® O

Let us now consider one of th€+ 1 images as the reference A a(x)
“master” acquisitionm. The phase difference of the generic Par(x) = R Br(x)—=
. . . . . s S v
“slave” imagek with respect to the master one will be indicated dn
with ¢y, (x) Pyr(X) = N By, (E)tan 5 (7)
b1 (%) =1 (X) — P (%) whereR is the master sensor-target distance, anslthe local
incidence angle with respect to the reference ellipsoid.
= ar [ (X) — 7 (X)] + [04 (X) — 0 (X)] It is well known that the elevatiog(x) derived from the
A unwrapped phaseéy(x) will be affected by baseline errors
+ [ar (X) — am (X)] - (2) (smaller than 1 m in the case of ERS German precise orbits
[30] and ERS orbital data processed by Delft University, Delft,
In repeat-pass interferometry, we can exprgsas follows: The Netherlands [29]), decorrelation noisg,{), and APS
(dax) [2]- The following elevation error expression holds
Tk = Tm + Are + Apug )
A0 =19 - 09 =~ A
where Ary, is the range variation due to the different satellite i
position, andA ., is the possible targehotionin the direction — 1 cos aABk (x)  ARsin o
of the satellite line-of-sight (LOS), occurring during the time in- By (x) 47 By (x)
terval between the two acquisitions. The order of magnitude of (b (%) + Par(x)) ®)

the first contribution is usually tens or hundreds of meters, while

the latter can be a millimetric surface deformation. The intewwhereA B, is the normal baseline error relative to imdge
ferometric phase; (x) is then a blend of several signals that .

depends on the acquisition geometry (satellite positions and to- AB(x) = Br(x) — Br(x).

pography), terrain motion, scattering changes (due to temporal

variations and/or baseline decorrelation), and atmospheric inkésing @ baseline greater than 200 m and precise orbits, the ratio
mogeneities AB(x)/(Bx(x)) is usually less than I, so the first eleva-

tion error contribution in (8) is usually less than a few meters.
On the contrary, the second term is a low order polynomial that
can generate large systematic errors on wide areas. This contri-
bution can be compensated either by using ground control points
[23] or a reference low resolution DEM [2].

As far as the last term in (8) is concerned, (x) can be con-

P (X) = et (X) + Ppie (X) + Par (X) + Por (x)  (4)

where we posed

Prr(X) = 4% Arp(x) sidered a random phase fluctuation with a power dependent on
the local coherence (and it can be very high even in tandem in-

Gur(x) = r Apr(x) terferograms on areas with dense vegetation), whefga)
A is usually a low frequency phase distortion essentially due to the
4 space inhomogeneities of the atmospheric water vapor concen-
Pon(%) = BN (a(x) — am (%) tration. The impact of these phase contributions depends on the
Ar normal baseline. In general, even with the highest tandem base-

Por(x) = 5y (or(x) — om(x))- () lines, APS and noise can produce errors of tens of meters [2].
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As recently proposed in [2] several tandem pairs can be &- General Formulation of the Problem
ploited to reduce the elevation errors caused by atmosphenq_et us indicate with the [K x H] matrix of the interfero-

variations. Givenk tandem interferogramdg{ DEMs of the - ; ; -
) etric phases,. (x) of H pixels considered PS candidates (se-
same area can be generated. Each DEM will be affected by iBgtion of this subset of image pixel will be discussed later on).

elevathn noise described by (8). TheseDEMSs can b? AVer™ The kth row of @ contains the interferometric phases of image
aged with weights dependent on 1) the normal baseline of eg¢ ith respect to the master imageof H pixels arbitrarily or-
interferogram; 2) the mean square value of the APS estima{f ed with column index

in different wavenumber bands; and 3) the estimated local co-
herence.

In [2], it is also shown that after optimum data combination, @=alT+p:tf +p, 0 +BqT +TvI+E (9)
the elevation error is concentrated at very low wavenumbers B N
due to residual atmospheric contributions and baseline errgisere
[see (8)]. Thus, a fusion of a multi-interferogram DEM (at high a[K x 1] are constant phase values;
wavenum.bers) and a DEM obtained with different techniques , pe [K x 1] andp,, [K x 1] contain the slope values of the
characterized by elevated accuracy at low wavenumbers (e.g., T~
stereo SPOT) allows one to get the best elevation accuracy.

As a conclusion, estimated DEM accuracy (5-6 m) is now
limited by the largest available tandem baselire 500 m).

The difficulties related to phase unwrapping of high-baseline
interferograms can be overcome using multibaseline techniques

linear phase components, along the azingutH x 1] and
slant rangey [H x 1] direction, due to atmospheric phase
contributions and orbital fringes;

* B[K x 1] contains the normal baseline values (referred to
the masterimage). For large areBs;annot be considered
constant, and the arr@[K x 1] may become a matriB

[11, [5]- [K x H]. However, for simplicity’s sake, we shall use the
previous simplified equation;

* q [H x 1] contains the elevation of each PS times
47 /(AR sin «);

Following the framework presented in the previous section, « T [K x 1] contains the time interval between theslave

we shall now discuss the use of large temporal and geomet- images and the master;

rical baselines starting from the problem of accurate DEM re- ¢ v[H x 1] contains the slant range velocities of the PS’s;

construction. In fact, to further improve elevation accuracy with * E[K x H] contains the residues that include atmospheric

respect to the multitandem approach, more images and larger effects different from constant and linear components in
baselines should be exploited. However, itis well known that, as  azimuth and slant range, phase noise due to temporal and
the baseline increases toward the critical value, only scatterers baseline decorrelation, and the effects of possible nonuni-
smaller than the resolution cell would allow reliable phase mea-  form pixel motion.

surements [10], [6]. Moreover, ERS tandem pairs have generallyAs formulated in (9), the problem would be linear if the un-

small baselines and if larger ones are requested, larger timevimapped values of matrix phage were available. We have

tervals between the acquisitions should be accepted. The lafiler K equations and B+ 2H unknownsa, p¢ , p,, 4, V.

condition (long temporal baselines) implies temporal stabilifpata are®, £, #, B, T. Thus, in principle, (9) could be in-

of the targets and reduces their population. The former conslrted to get the local topography, the velocity field, and con-

tion (pointwise scatterers) implies a further selection. stant and linear phase contributions. In practice, however, we
Similar considerations hold for differential applications foface anonlinearsystem of equations (phase values are wrapped

surface deformation monitoring. In particular, if the area of ifmodulo 2r) to be solved by means of an iterative algorithm, and

terest suffers from a secular time variation where the strain r&@ available DEM (possibly obtained using the tandem pairs of
is uniform' h|gh tempora| baselines should be exp|oited for a&”le same data Set) should be eXplOited to initialize the iterations.
curate estimation of the local velocity field in the direction of thloreover, PS candidate selection does not allow one to identify

LOS. Again, interferometric pairs with high temporal baselinér_‘d exploit all the coherent targets in the area of _intere_st. As

and low geometrical baseline might be not available. Moreov#fill be shown, thetl PS candidates are a good starting point to

more interferograms should be used to reduce the impact of §five the nonlinear problem at hand. In fact, most of the PSs are

APS on the estimated motion. actually identified after APS estimation and removal by means
As a consequence, large baseline SAR interferometry canorié'@1 time series analysis of their phase values.

carried out, fully exploiting the ERS data set, only osparse

distribution of pointwise stable scatteresa the ground. B. Zero-Baseline Steering

In the following, we shall considel{ + 1 ERS SAR images  Qur first goal is to rephase ali” slave image# with respect
taken on a large time interval (e.g., five to six years in the da@the master one in order to compensate for the geometric phase
set used in this work) and with baselines up to the decorretsontributiong,+(z) = ¢.i(z) + ¢si(z) [(5)] as if they were
tion one with respect to a reference acquisition selected as thken from the same master orbit (i.& differential interfero-
“master image’m. A novel technique that allows us to identifygrams are generated). Anyway, due to unavoidable orbit inde-
pointwise stable scatterers (PSs) and to accurately estimate theiminations and DEM errors, zero-baseline steering cannot be
elevation and LOS velocity is now presented. perfectly achieved.

lll. USING LARGE TEMPORAL AND GEOMETRICAL BASELINES
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The “topographic phase componerit), () can be estimated interferometric pairs with baseline smaller than 200—-300 m, but
from the satellite state vectors and the available DEM as the choice of the estimation window and the coherence threshold
to be used for PS identification is not trivial at all.

-~ A1 —~ Gl
Pgr(x) = é By(x) Sqifi)y (10)  The problem can be stated as follows. On the one hand, PS

. candidates (PSC) selection should be reliable (i.e., only a small
whereBy, (x) is the estimated normal baseline aj{et) is the percentage of selected pixels should be affected by decorrela-
available topography (i.e., its accuracy is generally around 1ibn noise). On the other hand, the detection probability should
m). The phase error of the topographic component has the foé as high as possible (so that most of the PS can be effec-

lowing expression: tively identified). The two variables to be optimized are the co-
- herence threshold and the dimension of the estimation window.
Pk (%) — Pgr(x) The larger the window dimension, the higher the estimator ac-

47 o~ curacy (low false-alarm rate), but the lower the resolution (low
=R ena [(J(E) - ABy(x) + Br(x) 'AQ(E)} (11)  detection probability). In fact, using large estimation windows
S . (i.e., averaging the data over large areas), many stable targets
where Ag(x) = g(x) — q(x) IS the DEM error. As already surrounded by noncoherent clutter are lost. Similar considera-

discussed in the previous sections, the first term in (11) is V&¥ns hold for coherence thresholding. Window dimension and

sjginatl:]an?]wnl be neglectfd. On tthe ccl)?tr?hry,l:l;cl)zrl\l/la(ragﬁe base“%%herence threshold are then the result of a tradeoff between
k, th€ pnase component proportionatto the Qfcan - ¢aise-alarm rate and detection probability, a classical detection

be relevant. L :
_ . . .__..__problem [19]. The result of this kind of approach is usually a set
. As f?r as?/)sl’f x) '_S concerned, possible orbitindetermination f a few disconnecterkgions(not single pixels) where several
impact as Tollows. selected targets are actually affected by decorrelation noise.
~ 4 Better results in terms of resolution can be achieved using
Psr(X) — Psi(X) = v ABr(x) tan o (12) 4 different strategy. Since we suppose that many SAR images

AR
If the area of interest is small (say>565 km) and precise orbits (>, 30) are available, we can analyze the t|.me Seres oa.the
litude values of each pixel in the area of interest, looking for

are used, this phase contribution can be well approximated b tgbl t In fact. while oh tabilit b d
linear phase component. able scatterers. In fact, while phase stability can be assesse

The estimated geometric phase contribution can then be sfl ly after estimation and removal of the different phase con-

tracted from the interferometric phagein order to get a first tr;] utions, athhOIEte V?I_léef atretilmor?t |nsen|5|t|ve;\oprgolsDtE0,\f/lthe
estimate of theero baseline steeradterferometric phases phenomena that contribute 1o he phase values ( . er-
rors, terrain deformation, orbit indeterminations, etc.). Since we

AP =a1” +p: &' +p, " +BAqT + TvP +E (13) arelooking for targets slightly affected by geometrical and tem-

- T T poral decorrelation, pixels exhibiting a very “stable” sequence

wherep, andp,, now take into account, apart from the APSpf amplitude values (in spite of the high temporal and geomet-
the residual linear components of;,(x) — ¢.x(x). rical baseline dispersion) should be selected as PSC.

The nonlinear system 13 can be solved (and the unknowngMore precisely, let us focus on a PS characterized by a com-
a, pe, Py, Aq, v1 can then be estimated) provided that: 1) thplex reflectivityg. Without loss of generality, we supposg =
SNRis high enough (i.e., the selected pixels are only slightly O (i.€.,g is a positive real number). We then consider a complex
affected by decorrelation noise); 2) the constant velocity modgtcular gaussian noise characterized by a powet for both
for target motion is valid; and 3) the APS can be approximateéal (»z) and imaginary components £). The distribution of
as a phase ramp. The last condition can be fulfilled (as a fitle amplitude values!;, is given by the Rice distribution [18]
order approximation) if the area of interest is small (say 5
km), while a uniform strain rate hypothesis is often used ingeo-  f,(a) = i_ro <
physical modeling. More complex methods should be adopted Tn

when target motion in nonuniform [4]. The main problemis theyhere, is the modified Bessel function. The shape of the Rice

to properly select the PS candidates (i.e.,iheixels). distribution depends on the SNR (i.e., the ratj@,,). For low

C. PS Candidates Selection SNR, .the _Ricg probabiIiFy density function (PDF) .tends _to a

Rayleigh distribution, which only depends on the noise variance
In order to identify stable targets, the coherence maps asg; while at high SNR /0, > 4), fa(a) approaches a Gauss

ciated with the interferograms could be exploited. Correlatiafistribution. In fact, provided that,, < |g|, the following equa-

thresholding would be the easiest approach. If a target exhibitgéh holds:

coherence always greater than a suitable value, that would be se-

lected as a PS candidate. However, due to the high dispersion of OA = Onp = On; (15)

the baseline values and the limited accuracy of the DEM, several S )

coherence maps turn out to be useless. In fact, coherence c8ffice the modulus is primarily affected by the noise component

putation implies space averaging of the data inside a suitable R&t@llel tog(ng). The phasedispersion ,) can then be esti-

timation window. If phase values are not properly compensatBtfted starting from the amplitude dispersion

for, the topographic (and possibly the target motion) contribu- On; A A

tion, coherence, is underestimated. We can limit the analysis to vy T ma Da (16)

ag 7a2+2 20_72I
—2>e( a7/ a>0 (14)

On
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Dispersion Index vs. Phase Dispersion

pensate the amplitude data for a suitable calibration factor
depending on the sensor (ERS-1 or ERS-2), the acquisition date
and the processing center. Values forare provided by ESA
[13].

The advantages of this kind of approach are twofold: 1) fast
processing and 2) no resolution loss. Of course, the accuracy
is a function of the number of images available. A by product
is the incoherent average of the SAR data,(, multi-image
reflectivity map), where the impact of speckle noise is strongly
reduced and the spatial resolution of the image is preserved.

05F -

0.4r

0.2f

D. System Solution

w——v Dispersion Index D .
0Af R : Phase Std 6 [rad] . After PSC selection, system 13 can be solved by means of
v

* - —k

an iterative algorithm (Appendix A). Basically, DEM errors
Aq and velocitiesv are computed starting from small spatial

0 ! 1 | L

0 0.1 02 03 e evatior 06 07 o8 and temporal baselines and improving their accuracy as soon

" as better estimation and removal of the linear phase terms

Fig. 1. Numerical simulation results. Signal mode): = ¢ + n,(i = have been camed out. Since the system is highly nonlmgar,
1, -+, K + 1). The value ofg was fixed to 1, while the noise standardconvergence is not guaranteed, depending on the following

deviation ¢,,) was gradually incremented from 0.05 to 0.8. For each value ‘PéctorS'
7., 5000 estimates of the dispersion index of the amplitude valdes:||) ’ . . o ]
were carried out. 34 data were supposed to be availdble=(33). The mean 1) space-time distribution of the acquisitions (which should

values (solid line) and the dispersion (error bars) of the estimEtEsare be as uniform as possible; spatial and/or temporal “holes”
reported, together with the valugs of the phase standqrd deyiation (dotted line). in the data set should be avoided);
Small values ofD 4, are good estimates of the phase dispersion. ’
2) reference DEM accuracyAq should generate small
phase contributions for louBy,);
wherem 4 ando 4 are the mean and the standard deviation of the 3) dimensions of the area of interest (APSs and orbital
amplitude valuesd. Thedispersion indexD 4 is then a mea- fringes should be well approximated by linear phase
sure of phase stability, at least for high SNR values. PSC can  components);
then be selected computing the dispersion index of the ampli-4) target motion should be slow enough to avoid aliasing and
tude values relative to each pixel in the area of interest and con-  be well approximated by the constant velocity model. For
sidering only those targets exhibitidg values under a given convergencey should generate small phase contributions
threshold (typicallyD 4 < 0.25). for low T3
Although more rigorous and computationally intensive sta- Results obtained with different test sites [3], [7] (one of which
tistical analyses can be adopted (e.g., ML estimation of the Rgit| be presented in the experimental section of this paper) have
rameters of the Rice distribution given the data), this very sSimpd@own how constraints 1) and 2) are easily met using the ERS
approach.) 4 thresholding) turns out to be enough for our purgata set and a reference DEM obtained using the multitandem
poses. In fact, for PSC selection, we are interested in high SMBproach [2]. Larger areas and targets suffering nonuniform mo-

values only (lowD 4) and approximations 16 are valid. The protion can be monitored using a more complex processing [4].
cessing to be carried out is then fast and effective, at least for a

first selection of the targets. As will be shown, others PSs can Be Atmospheric Phase Screen and Ensemble Coherence
identified after APS removal by means of a time series analygistimation

of the phase values. As aresult of the procedure described in the previous section,

The results of a numerical simulation reported in Fig. 1 (using, get a precise estimation of DEM errakgj and LOS veloc-
34 amplitude data, to be consistent with the data set used in e’ of the PSC together with constant and linear compo-

experimental section) highlight potential_s ano! limits of such @{bnts of the APSS(B; andp ). If the constant velocity model
a_pp_roach. The value gfwas fixed to 1, while noise standard deis valid, phase residues are due to atmospheric effects different
viation was gradually increased from 0.05 to 0.8. For each val

Bmaph dph i tly due to't land
of #,,, 5000 estimates of the dispersion ind@y were carried b m a phase ramp and phase noise (mostly due to temporal an

o X : seline decorrelation
out. The mean values (solid line) and the dispersion (error bars% )

of the estimate® 4 are reported, together with the values of the g/ — (Aq, _ ﬁ,)
phase standard deviation (dotted line). For low SNR, the disper- >

sion index tends to the value proper for the Rayleigh distribution  _ A g 217 +5. 7 45 T =T =T
i = - + + +b +Tv
(v/(4 — m)/m = 0.5 [18]), while small values ab 4 are good - (_ Pl +Pym +hAq + TV )
estimates of the phase dispersion. 17)
It is important to point out that before statistical analysis of  _ g o +E (18)

the amplitude values, images must be radiometrically corrected -
in order to make them comparable. Actually, since we are not with obvious symbol meaning. In order to filter alif, ... and
terested in the backscattering coefficiefit it suffices to com- to estimate the atmospheric disturbances, we can take advan-
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tage of the strong correlation of the atmospheric componentdatPS Identification by Means of Phase Stability Analysis
short distances, and we can smooth spatially the phase residue§0 far, LOS velocity and DEM errors have been estimated

taking into account the power spectrumif,,,,, [24]. More- ¢, iy image pixels selected by means of the amplitude disper-
over, once the APSs have been estimated on the sparse gid ingex D ,. However, due to the limits of the method for
(the H PS candidates), we can interpolate them on the uniforsc gelection, a number of PSs could have been neglected. PS

image grid. Both operat_ions (ﬁ_'te””Q f"md_ resampli_ng) can Bfentification can now be carried out by means of a time series
performed at the same time using kriging interpolation [35]. analysis of the phase values.

The mean value of the estimated atmospheric components ify, fact, once the APSs have been estimated and resampled on

the differential interferograms the uniform image grid, data can be compensated for this unwel-
APST 1l e T e T come phase contribution. After APS estimation and removal, we
PSpaster = 3¢ {l Eitmo (@17 +Pe & + Py )} can finally compute DEM errorAq and target velocity on a
(19) pixel-by-pixel basis: small phase residE$with respect to the

) o ) o ~ model will show the presence of further PSs.
isan estlmgtlon of the atmospheric phase contribution relative t(_)To this end, we can use a simple periodogram, albeit with an
the master image. Its accuracy depends on the number of avgilsgylar sampling of the two dimensions, baselines and time
able images, the density of PSs, and the reliabilitshdf. Once
APS, .ster[H x 1] has been computed, the APSs relative to K
eachsingleSAR acquisition can be easily obtained by subtrac- ;¢ 1pax {|’Y| |1 Z Ier L o I(CoBr-Aq+C, Tiv) }
tion. Aqv K~

From these estimated quantities, the phase of each slave (23)
image can be modified as if it were taken from the mast@here ¢, is the phase value of differential interferogram
orbital position in absence of terrain motion and atmospheic relative to the generic image pixel after APS removal,
effects. The new set of phases of the modified slave images = 47 /AR sin o andC, = 4 /. Basically, the unknowns

will be indicated as v and Aq are estimatednaximizing the phase coherengeof
T each image pixelThe accuracy of the estimates depends on the
(=¥ - (APS +bAq +I§T) geometrical and temporal baseline distribution and the phase
stability of the target. For high SNR the following expressions
=19,  +E” (20)  hold [33]:
where 5
* WK x H] contains the phases of tié PSs as seen by oy ™ % (24)
the K slave images; C: 2 (B — B)?
* 9, [H x 1] contains the phases of thé PSs as seen by o2
the master image, compensated AP S, q5ter; 02~ ﬁ (25)
* APS[K x H] contains the estimated APS of each slave G (T — 1)
image;

whereai is the phase noise variance (supposed independent of
the acquisition), and3 and7" are the mean values of the ge-
ometrical and temporal baselines. Considerigg= 1 and the
L1 K . baseline distribution of the ERS data set described in the experi-
mE g Z exp (3¢ kn) - (21) mental section, we gety, ~ 0.5 mand, ~ 0.5 mm/yr. Infact,
k=1 the expected elevation accuracy of the PS is, as usual, propor-
It should be noted that the absolute valueypfranges from 0 tional to the baseline that in this case can be even larger than the
to 1 depending on the dispersion of the phases of the modifid@correlation one. Referring to the actual ERS data base, base-
slave images with respect to the master. In correspondence 8PgS as large as 1600 m can usually be found and exploited.
PS, phase dispersion is low dng| gets close to 1. Thusyy,| The experiment carried out on the urban area of Ancona, ltaly,
can be regarded as ansemble phase coherence described in the next section, shows that many PS are smaller
Apart from temporal decorrelation, phase stability is a funédan the resolution cell since the average value of the phase
tion of the actual size of each scatterer within the imaged arégherencdl’| does not decrease with the baseline as fast as it
The effective dimension of the targets with respect to the resoftould in case of distributed scatterers (Appendix B). Therefore,

tion cell can be inferred analyzing the dispersion of the residuareéasonable hypothesis to be confirmed by electromagnetic in-
phases version studies is that, in the urban case, the PS are railings,

corners (or equivalent) of buildings in reinforced concrete, etc.
Al & ) visible to the radar. In this case, the 1600 m baseline can be co-
I = H Z exp (¢ wr) (22) herently exploited to get an elevation of ambiguity of about 5.5
h=t m and thus elevation accuracies in the order of 50 cm, taking ad-
as a function of the baseline (Appendix B). As will be shownjantage of all the available data. Similar considerations hold for
in correspondence of the PS grifly,| values are only slightly the estimated velocity field, but the accuracy will depend also
affected by the normal baseline. on the agreement to the constant-velocity model.

» E'[K x H]is the residues matrix.
Consider now the following expression:
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Fig. 2. Ancona, Italy: multi-image reflectivity map obtained using 34 ERig. 3. Example of a differential interferogram over Ancona, ltaly. Temporal

SAR acquisitions. Images were interpolated by a factor of four in ranggseline is 70 days (images were acquired on September 9 and November 18,

direction. 1993). Estimated normal baseline is 57 m. The area of interest, affected by
terrain motion, corresponds to the low coherence area inside the white rectangle.

IV. EXPERIMENTAL RESULTS
characterized by lowD 4 values (black spots) can be identified.

The test area is a region abouk5 km-wide in the Marche Values as low as 0.11 have been estimated. About 500 targets
region (Eastern part of Central ltaly). The area of the towwith D4 < 0.25 were selected as PSC.
of Ancona (Fig. 2) is of high geophysical interest because it On the PSC sparse grid, we carried out a joint estimation of
is known to be very unstable. The big Ancona landslide &EM errors (with respect to that obtained from the six tandem
December 13, 1982 caused damages estimated at one bilfiairs included in the data set), LOS velocities, and linear APS
U.S. dollars. The area is now periodically monitored and it ntributions, as described in the previous section of this paper.
still subject to very slow terrain motion<( 1 cm/yr). Since Solving the nonlinear system 13, by means of the iterative algo-
the area is strongly affected by temporal decorrelation (Fig. 3i)thm described in Appendix B, turned out to be very fast, since
the analysis was carried out in a multi-image framework. 3bnvergence was reached after a few iteratiesis0).
ERS SAR images gathered over the city (with a maximum Atmospheric phase contributions was then estimated and re-
relative temporal baseline of more than five years and sampled on the uniform image grid by kriging interpolation
maximum relative normal baseline of more than 1600 nf35]. All differential interferograms were then compensated for
were co-registered on a unique master (ERS-2 orbit 13 4fi{& estimated atmospheric contribution. In Fig. 5, an example of
taken on November 16, 1997). The local DEM was estimatédPS relative to the August 1996 ERS2 acquisition is reported.
starting from six tandem pairs using the wavelet techniguejoint estimation of both DEM errors and target velocity was
described in [2]. After DEM compensation, 33 differentiathen carried out on a pixel-by-pixel basis. PSs are characterized
interferograms were generated. by low phase residues (high ensemble coherence valugs:

In order to select the PSC subset, a map of the amplitude dis#5). We finally obtained that about 1% of the image pixels can
persion index was computed, starting from the 34 amplitude ifpe exploited for reliable phase measurements.
ages of the data set corrected for the different calibration factorg=ig. 6 shows the phase coherence map (23) of the data. Areas
K (Fig. 4). Analysis of this map shows interesting features. kuffering temporal decorrelation look black, whereas stable tar-
particular, it should be noted that sea pixels and vegetated argets are easily identified. Two considerations are in order. First,
are characterized by high 4 values ¢ 0.5), corresponding PS density in urban areas can be very high, allowing very ac-
to fully developed speckle statistics (Rayleigh distribution) aurate spatial sampling=(100 PS/km [4]). Nevertheless, not
strong changes of the backscattering coefficient (e.g., dueatbthe buildings can be monitored by means of this technique.
Bragg reflections over the sea). On the other hand, several pixdksxt, a comparison between Figs. 6 and 4 shows that dispersion
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Fig. 6. Phase coherence map after APS removal and compensation for target velocity and elevation error.
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Fig. 7. Ancona: perspective view of the harbor. The DEM was estimated combining six tandem interferograms. For visualization purposes, éxésvesscal
been magnified.

index thresholding is not enough for detecting all the PS andtlite impact of phase noise and residual atmospheric effects both
is worth carrying out all the processing steps. on DEM errors and motion estimation. In Fig. 9, the map of
After DEM correction, PSs location is known to a fraction othe PSs affected by linear motion is reported. As already men-
meter depending on the local SNR. In Figs. 7 and 8, a compé#ioned, the sliding area is subject to very slow terrain motion.
ison between the DEM obtained combining six tandem paikgevertheless, it can be monitored with a high degree of ac-
and the improved DEM estimated using all the data is shownracy. An example of a time series of the differential phase
(for visualization purposes the vertical scale has been magwalues corresponding to a target in the sliding area is reported
fied). Of course, DEM was improved only where PSs welia Fig. 10. After APS removal, the accuracy of the velocity es-
identified. The multi-interferogram approach strongly reducédsnation of a PS can be lower than 1 mm/yr depending on the
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elevation error is now less than 1 m.
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Fig. 10. Example of time series relative to a PS in the sliding area of Ancona.
Estimated velocity is £0.4 mm/yr (after APS removal).

Finally, in order to get an estimation of the PS size, the dis-
L Miﬂ"ﬂm D:rit-un?:ﬂeq oo Fo0 - BSO persion of the residual phase values in correspondence with the
PS (22) of each slave image has been computed as a function of
the normal baseline. Results (Fig. 11) show a very weak depen-
Fig. 9. Multi-image reflectivity map of the Ancona area: target affected baance ofIFhI on the look ang|e_ Fitting the data with equation

significant linear motion have been highlighted. In the image, “up-triangles . T . .
correspond to PSs with positive LOS velocity greater than 3 mmiyr, af@0), the estimated PS size in range direction turned out to be

“down-triangles” correspond to PSs with LOS subsidence rate greater trabout 0.25 of the resolution cell. The decorrelation rate is lower
3 mmlyr. For the sake of clarity, stable PSs (about 1000 targets with phaﬂs%_n what we measured for a rocky area on the Etna volcano in
coherence greater than 0.9 and zero LOS velocity) have not been reported. ™, L . .
Sicily [7], confirming that, especially in urban areas, most of the
PSs correspond to almost pointwise targets.
number of acquisitions, the PSs density (for APS estimation),
and temporal baselines dispersion. Comparison of the final ve-
locity field with ground truth (optical leveling) relative to pre-
vious ground surveys over Ancona sliding area confirmed theWe have shown that in urban areas and in rocky terrain, PSs
reliability of the results [31]. exist that allow us to extract useful phase information on a sparse

V. CONCLUSIONS
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to detect collapse precursors and for volcanic up-swelling
studies. Another application that should be feasible could be
- the daily measurement of pre seismic motions on entire cities
TRSTTET Ry WP - g - using bistatic radar in connection with quasi-geostationary
: L illuminators [32].
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APPENDIX A
ALGORITHM FOR LINEAR APS CONTRIBUTIONS ESTIMATION

Coherence
[od
w
T
i

Let us consider a relatively small area on the ground and let
us suppose that! PS candidates have been selected and their
motion is almost completely described by a pixel-dependent but
time-constant velocity. The nonlinear system 13 can be solved
iteratively using the following algorithm:

o
S
T
L

o
w
T
i

o
[N
T
i

bt
T
i

0 : ' i s x i ‘ ' 1. e Letn be the iteration counter (starting from= 0) and let
0 100 200 300 400 500 600 700 800 900

1Bl [m]

AP = AP ﬂ(o) — 5q(0) =vi® =5 0 _ 0.

Fig. 11. Ancona data set: coherenEeversus absolute value of normal
baseline. The dashed line corresponds to (36) with= 2 m. PSs in urban ¢ Repeat until convergence:

areas exhibit almost no geometrical decorrelation due to their small dimensions . .
with respect to the resolution cell A(a) Update iteration counter and unknown vecterand
29:

grid of targets even if the time lapse between the takes is many n=n+1

l);ecat\(rasdlf{)on%éT:nias”pat]al dimensions of the scatterers_ can be se- Aq(") _ Aq("*l) n 6q("_1)
with respect to the range resolution so that ) ) —=

baselines longer than the critical one can be used. The PS den- v = y(=1) 4 gy (=)

sity was seen to be sufficient (at least in towns and on rocky a a T

terrain [7]) to allow an estimation the atmospheric disturbance (b) If the following conditions are satisfied:

(the APS) with a sufficient spatial resolution. APS removal can

then be performed, and a better estimation of both local topog- n>1 ﬂ(") — ﬂ("_l) H < Ty
raphy and terrain deformation can be carried out. n) (ne1) L
The use of all the data of the ERS data set relative to the area HX -y H [ <7,

of interest allows one to estimate long-term pixel motion with an ] _
accuracy that was previously attainable using optical technique®” # = Nvax(where Nyax is the maximum number of
only. The data base of the PSs locations that can be created usiffrations,|[x|[~ = max{|x|} andT, and7, are suitable
ERS data could be used with other platforms, partially compen-thresholds), exit the cycle. o
sating low orbit stability that may produce excessive baselines. (€) Compensateé@ for phase contributions due g™
Other applications might be the use of the pointwise charactera”dﬂ
of the PS to bridge the frequency change between ERS and EN- T T
VISAT or maybe even the angle change with RADARSAT, etc. AP™ = AP — (QM + Ty ) - (26)
The synergistic use of more platforms could in turn improve
the revisiting times, bringing the interferometric tool to an op- ~ (d) For each row; of A&, estimate{a", p§Z>, p,(f;z)}
erational stage even during seismic or volcanic crises. It will using a periodogram
be interesting to check whether the phase measurements on the
sparse grid of the PS could be used to improve the positioning pé’,?, pf{,?} = arg pgl‘;)xk {‘Fén) (Pek; pnk)‘}
of the satellite. Sure enough, the PS density may prove to be too '
low in vegetated areas so that artificial PS, namely, corner reflec- aé") = ,41“2") (27)
tors (CRs), will have to be added in some locations. However,
first tests indicate that rather small CRs, with approximately awhere
1500 n? cross section, should suffice. "

Several questions remain to be studied, such as the following. pi@ _ L Z AR | i (perfntponnn) (28)
What is the distribution of PSs in different types of terrain? What H hel
is the possibility of reducing the threshold coherence level to i _
extend their number? What is the physical nature of the PSs in (e).Compensate the data for the estimated linear phase con-
towns and on rocky terrain, etc.? What is the quality of the APS fibutions
estimates and their statistics? AP(n—NoPlane)

The use of PS appears very promising in town subsidence —
studies to analyze small and slow motion of buildings trying =A™ - (Q(n)lT +Eén) & +Ev(7n)ﬂT) - (29)



FERRETTIet al. PERMANENT SCATTERERS IN SAR INTERFEROMETRY 19

() For each PSCh (i.e.,, for each column of Moreover, ifp(n) is the probability density of the scatterer slant
Ap—NePlane)y  astimate the residual velocity andrange position, we can write
DEM error {6qp, évr}, weighting each datum with the

absolute value of}, v = ‘/p(n)ejk" d??‘ = |P(k)] (35)

8¢\, 608} = arg ma  (8qu., Sun 30 . :
(00,7, v,y = arg Ao U (B Sun)ly (30) where P(k) is the Fourier transform of(7). In the case of a
) uniform scatterers distribution in the intervalA /2 (A being
with the slant range resolution cell), we get

jA‘I)i'r;,—NoPlane)
. eI22n _

1 K ()
w=g 2 |¥ (39)

- @I (Co BrbatCuTiov)) (31) Thefirstzeros ofyare ink = +(27/A) or, using the expression
of k in (32) in correspondence of the decorrelation baseline

sin(kA/2) ‘
NG

whereCy = 4n/ARsin «, andC, = 4x/A. \R tam o
B= iﬁ ~ +1100 m for flat terrain in the ERS case

Basically, DEM errorsAq and velocitiesv are computed On the other hand, if the scatterers are not uniformly distributed

starting from small spatial and temporal baselines (the only Onﬁang the resolution cell but we have scatterers with a dominant

giving rise t(.) high values d’| during the firs_t iterations) and backscattering coefficient concentrated in a smaller area, we get
improve their accuracy as soon as better estimation and removzfirger decorrelation baseline. As a limit, dominant pointwise

. ) a
of the linear phase terma(p¢, p,) have been carried out, catterers would be coherent with unlimited baselines (point-

Provided that conditions outlined in Section Il are satisfieq‘j’vise targets). If we know where these PSs are located, then we
convergence is usually very fast{0 iterations with~500 PSC can illuminate them with any other SAR of comparablle reso-

and~30 images). lution. On these pointwise PSs, we would get interferometry
notwithstanding rather unstable platforms, and this could lead

APPENDIX B to improved revisit times.

MEASURING THEPS DMENSION
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